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NOTICE

This publication provides an overview of UTS and an index to the complete set of UTS technical manuals., The
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INTRODUCTION

This document is designed to give the technically-oriented reader,
who 1is assumed to have a general knowledge of large computer
operating systems, an overview of UTS. It 1is assumed that the
reader is familiar with the use of the system, knowing both the
kinds of service which are provided and the language elements
which the user uses to request these services. He should come
away from the reading with a general knowledge of how UTS
accomplishes the various requests made of it. He should also come
away with an idea of the parts into which the system is divided,
both functionally and physically. Finally, he should be able to
understand where to look, both in the technical documentation and
in the listing of the code itself, when there is a need for more
detailed knowledge.

As can be seen from the table of contents, this overview comprises
six major sections:

The introductory section (of which this paragraph is a part)
skims lightly over the system as a whole describing the
services it provides, the salient characteristic of its
implementation, the operating systems on which it is based,
and the hardware which is required for operation.

The second section describes the concepts fundamental to UTS
operation, It introduces some of the vocabulary used
throughout the technical documentation of the system.

In section three are gathered descriptions of how UTS formats
all the storage elements under its control: core memory in
both physical and virtual forms, secondary storage used for
UTS residence and user swapping space, RAD and disc storage
used for files of stored data, and the contents of the source
system tape are included.

Section four divides the system into functional groupings and
describes the general techniques used to accomplish those
functions.

Section five reviews the functional structure of section four
giving module~by-module names, sizes, and description of
function performed.

Finally, in section six, the processors which, together with
the UTS monitor, make up the total system are functionally
reviewed. '
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The UTS Operating System

UTS is a multiple-user Sigma 6/7/9 operating system providing
service for a maximum of 50-200 concurrent on-line terminals (a
physical limitation of 512 1lines is imposed by the hardware;
system logic 1limits the number of concurrent terminals to 250;
response and throughput impose a practical 1limit of 50-200
terminals depending on the load submitted) and full
multiprogrammed batch processing services with full resource
control. It includes BPM-compatible management of consecutive,
key-indexed (ISAM=-like), and random (direct) files (on either
fixed-head disc (RAD), disk pack, or magnetic tape). These files
are use-protected by password and access designation. A symbiont
(spooling) system services the low-speed peripherals (card
equipment and line printers) asynchronously with other CPU
functions to buffer I/0 to and from secondary storage.

Central to the operation of the system is the secondary storage,
used for monitor and processor residence, symbiont buffers,
swapping, and user information files.

Users at the terminals may create, modify, compile, execute, and
symbolically debug programs on-line in BASIC, FORTRAN, COBOL,
METASYMBOL, and other languages. Through terminal batch entry the
user may submit tasks to batch processing, where COBOL,
SORT/MERGE, MANAGE, and other processors are available. Any
program may be run in either on-line or batch environments.
Memory mapping allows reentrant processors (which may be overlaid
and may contain initial data areas) to be shared by terminal and
batch users. Other shared processors of UTS are EDIT (a context
editor), DELTA (a DDT-like machine-language debugger), FDP (a
FORTRAN debugging package), a program loader and link-editor, PCL
(a device-to-device transmission and conversion program), and both
batch and on-line executive-level command processors. The system
can easily admit additional shared processors for other languages
or for specialized user services added at each installation.
Batch jobs may be inserted either at the central site, from
remote batch terminals, or from on-line consoles. On=1line
terminals make use of the output printers and punches wvia the
symbiont mechanism; they may also access tape drives and private
disk packs.
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Map access controls and write locks secure the system from its
users and the users from one another. Through the map the full
virtual address range is available for user programs, I/0
buffering, shared libraries, and the operating system on machines
with less than maximum memory. Multilevel queue scheduling for
execution and swapping assures rapid response and overlap of
computation with file I/O swapping. The map makes possible
multiple user programs and shared processors in core, which
contributes to efficient operation through the overlap of CPU
execution with I/0O. The map obviates the need for core shuffling
or compaction.

A comprehensive performance monitoring facility which instruments
and displays a wide variety of internal counts and timings allows
an installation manager to examine current operation and adjust
system performance.

Continuous operation is maintained by automatic error detection,
reporting, and recovery. System recovery, which includes
automatic failure analysis, maintains integrity of user files
while providing automatic restart within one to three minutes.

Printers, punches, card readers, and tapes are maintained with
time-shared diagnostics during system operation. System services
allow on-line diagnostic programs for maintenance of all
peripheral devices concurrent with system operation.

UTS is delivered as a package which includes the following:
1. An operational system tape for a standard configuration.

2. A tape containing compressed decks, symbolic updates, and
binary versions of each system module.

3. Tapes containing symbolic, binary, and object modules for the
following language processors: BASIC, METASYM OL, FORTRAN
IV, SORT/MERGE, the Extended FORTRAN IV Library, ANS COBOL,
and 1401 Simulator.

4, A full set of user and operations manuals for the system and
language processors.

5. A set of test cases to exercise and verify proper system
operation,

6. A delivery document (=11 or =-61) describing it all.
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Salient Characteristics

Some especially noteworthy characteristics of UTS are the
following:

1. Full use of hardware page mapping (eguivalent to a
relocation register per page) to provide for 1location of a
user's program and data in an arbitrary set of physical core
pages (512 words each). This makes it ©possible for a
variable number of different sized program partitions to be
concurrently resident in core memory and for the number and
size of partitions to vary dynamically from moment-to-moment.

2, Use of the map to share the code portions of reentrant
processors among concurrent users with attendant savings in
core requirements and associated overhead.

3. Division of all programs into procedure and data areas
separately protected with execute-only and read/write access
codes. Access codes and write 1locks are used to protect
users from another, to protect the system code from the user,
and to prevent the system from writing in its own procedure
area.

4. Identical treatment at the execution 1level of batch and
on-line programs, which provides for multiprogramming of
batch programs and of batch with on-line, and for file
sharing between batch on-line programs.

5. Swapping of user programs as a whole (rather than demand
paging) as requlated by the swap scheduling algorithm,
Unmodified pure procedure is never swapped out.

6. A multi-level gueue scheduling discipline, which provides a
common algorithm controlling both execution and swap
scheduling and which allows separate scheduling of terminal
I/0, file I/0, interactive CPU reguests, batch/compute-bound
execution, and other special situations. Terminal 1I/0, for
example, has a higher priority than file I/O or compute-bound
execution. :

7. Full overlapping of wuser and swap I/O with CPU execution
through scheduling, provided that there is enough core in
which to do the overlapping.

8. Complete automatic recovery system with primary attention to
preservation of user files provides fast restart following
hardware malfunction.
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9. Ability to create an installation-specific command processor
to efficiently pass control to a subsystem and field all
exits, errors, etc.

10. On=line diagnostics for card reader, card punch, line
printers, tapes, and disk packs.

11. A compreheﬂsive file management system which includes three
organizations:

Random (direct)

Contiguous pre-allocated set of 512-word granules accessed by
relative granule number. Content is managed entirely by the
user program,

Consecutive

A collection of variable length 1logical records physically
blocked into granules by the system. Access is tape-like:
sequential, forward, reverse or spacing. Allocation is
dynamically limited only by the size of physical devices on
the system.

Key-indexed (ISAM-like)

Collection of variable length logical records each of which
has an associated key (name). Access is either by key or
sequentially or a mixture. A tiered tree index provides for
fast access by key to any record. Allocation is dynamically
limited only by the size of physical devices on the system.,

Lineage

UTS is the 1latest member of a family of operating systems, or
monitors, for the XEROX 6/7/9 line of computers. Because each is
built upon its predecessor, each takes advantage of much of the

experienced code of the preceding systems. From time to time
portions of the monitor are rewritten to add facility, improve
performance, enhance maintainability, reduce size, or some

combinations of these. When this happens the common line makes it
possible to apply the improvement to all monitors in the line.
Broad-brush characteristics of each system are given below.



UrS TECHNICAL MANUAL SECTION BA
1/12/73
PAGE 6

BCM, the Basic Control Monitor, provides device handlers for XEROX
peripheral devices and an I/0 enqueueing routine which
synchronizes requests and provides for error recovery. Two
monitor families distinguished by their file management systems,
arose from this common ancestor.

RBM, the Real-time Batch Monitor, added simple job scheduling for
batch jobs, and a basic file management system as well as
real-time services., A new version of the I/O queueing routines
and device handlers were added which improved real-time
performance. They also replaced their counterparts in BPM, BTM,
and UTS.

BPM, the Batch Processing Monitor, is a major full-service
operating system for a single stream of batch jobs. Real-time
services allow concurrent process control and other high response
needs. Symbionts concurrently spool card-to-disk and
disk-to-printer or punch. A full file management system is
included with access methods for consecutive files, indexed
sequential files (called KEYED), and pre-allocated direct files
(called RANDOM). A Control Command Interpreter (CCI) processes
the job control language to allow the user to call processors for
compilation, assembly, loading, and execution, and to assign
logical I/0 units (DCBs) to physical devices or files on RAD or
disk pack.

BTM, the Batch Timesharing Monitor, added to the full BPM batch
service a single fixed partition of memory for terminal users.
Editing, debugging, and various interactive languages serve the
terminal user through a terminal command language. Since BTM does
not make use of the memory map, it may be used on Sigma 5, 6, 7,
8, or 9 computers, It is limited by its two partition design.

UTS wutilizes the hardware memory map to provide for a variable
number of variable-sized memory partitions that do not require
relocation after being moved into physical memory. Having several
user programs in core increases the probability that the system
can find concurrent computing to overlap with swapping and file
I/0. The map also makes it possible to share the code portions of
processors (e.g., BASIC, FORTRAN) in concurrent use. Because the
executing partitions need not be confined to on-line wusers, UTS
contains a basic multiprogramming facility for batch jobs. Up to
16 simultaneous batch streams are multiprogrammed with full
control over physical resources, such as tapes, to prevent
inter-job lockup. New and improved processors for on-line
interactive use are provided in UTS.
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Typical Hardware

A typical UTS hardware configuration would include the following:

Sigma 6/7/9 CPU with 256-page map

64K-128K word core memory

High speed swapping RAD

File RAD and/or disk pack

Tape units

Card punch, card reader, line printer
Operator's console

8 = 512 teletype, typewriter, or CRT terminals
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CONCEPTS

Jobs

The UTS scheduling unit is the JOB or USER (see below). As each
terminal user calls up or as a batch job is selected for execution,
the job becomes active. For each active job, UTS maintains in core
records in the form of user-associated tables that allow the job to
be scheduled and swapped. Also, associated with each active job is
a Job Information Table (JIT) which is the first page of each job -
both in core and on the swapping RAD. It contains accounting
information, memory map, swap storage addresses, and other
information.

There are three kinds of jobs in UTS: BATCH, ON-LINE, and GHOST.

Batch jobs arrive via the input symbiont from a local card reader, a
remote card reader, or an on-line terminal. They may be scheduled
in the same way as on-line jobs, or in other ways, at the discretion
of the system manager. The Control Command Interpreter (CCI) is the
shared processor that reads and acts upon the control command stream
(! commands) for batch jobs.

On-line jobs are terminal-initiated and generally assume interaction
with a user at a keyboard-type device. The Terminal Executive
Language (TEL) processor handles control commands for on-line jobs,
Additionally, a user may build his own command processor.

Ghost jobs are operator- or program-initiated by naming the program
load module to be "forked" to and do not have card or terminal input
streams, although they may read command files or take commands from
the operator's console. Ghost jobs are wused in UTS for the
following: initialization, operator key-in commands, file backup,
hardware error log processing, certain diagnostics, performance
monitoring, secondary storage (file space) granule allocation,
multibatch  scheduling, and remote batch and input symbiont
processing.



UTS TECHNICAL MANUAL SECTION BB
1/12/73
PAGE 9

User, User Number, User ID

The term USER is often used to describe a UTS job. Users are
either terminal users, batch jobs, or ghost jobs. Each user is
assigned a unique number at job entry which is carried in his JIT,
printed on terminal page headings, and 1listed with every
user—associated message that is typed at the operator's console.
The number is also referred to as the user ID (or system ID) and
is used by the operator to send messages, to abort or otherwise
affect the user's job. A different, but associated value, user
number, is wused to index scheduler control tables when jobs are
active. :

Job Step

Each job, whether under terminal control or submitted through the
batch stream, is divided into a set of sequential increments
called job steps. For example, a FORTRAN compile and execute job
divides into three job steps: a compilation, a load operation, and
the execution.

Common information carried across all steps is the accounting and
limit information carried in JIT (CPU time, elapsed time, pages
out, cards in, tapes used, RAD space accumulated, etc.), and DCBR
assignment information carried in a special RAD record called the
ASSIGN/MERGE record. The latter is the accumulation of
information from all the ASSIGN cards or SET commands which have
occurred previously in the job stream.,

At each job step, control returns to the user's associated command
processor, For batch jobs, all control cards occur between job
steps and are read by CCI. For on-line, TEL reads and acts on all
commands issued to it between steps and, in certain cases, during
interruptions within job steps.

At the end of each job step, the user's core memory areas are
released to the system's common pool, as are the corresponding
spaces on the swap device. Thus, only the JIT accounting
information, COOP buffers, and the DCB ASSIGN/MERGE records (plus
files created by the steps) are carried from step to step.
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Virtual Memory

Virtual memory is the logical memory seen by the user or other
mapped program running under UTS. Instruction addresses of the
program are virtual memory addresses. During program execution a
hardware map register relates each virtual memory page (user
addresses) to a page in real physical core memory. UTS keeps
track of physical memory and assigns it as appropriate to
individual users by establishing the contents of the map.
Physical pages are associated on user program request either for
an explicit page or implicitly when a program is called for and
requires memory for residence. Unassigned pages are filled with
the physical page address of a write-protected monitor page. This
protects the system from erroneous references in master-mapped
routines.

The map frees the monitor to choose any physical page to satisfy a
request for virtual space at a given location. Thus, programs
remain at the same virtual (logical) location and requirement for
moving programs in core and relocating them are removed. A
program may be placed in any available collection of physical
memory pages.

Mapping also permits sharing of the pure program procedure
portions of commonly used system processors. (It is also possible
to share data areas but this feature is only used for monitor
data.) Programs requesting shared processors are connected via
the map to a single in-core copy. Separate data areas are
provided for each instance of execution of a shared processor.
Programs which do not modify themselves may be shared in this
map-reentrant way by separating them into data and pure procedure
sections.

UTS takes full advantage of the extended memory capabilities
offered with the Sigma 9, and may use up to 512K words to hold the
monitor and user programs. User program area size may be as large
as 64K and additionally have up to 12K of context area.

UTS has over U40 shared processors including ordinary shared
processors, their overlays, monitor overlays, shared command
processors, a shared debugger, and shared run-time 1libraries.
Shared processors may be added or replaced during system operation
by use of the processor DRSP,

Figure BB-1 shows how several users, each with his own virtual

memory, might be mapped when they are all in the same physical
core.,

10
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Each user has a separate JIT, DCBs, Data, and other memory areas
which are private to him and his execution. User 1 and User 2
share a single processor as indicated by the fact that their maps
point to the same places in physical memory. Similarly, User 1
and User 3 share a single monitor overlay. User n has his own
private program resident in the same virtual space which Users 1
and 2 are using for a shared processor.

JITs

The Job Information Table (JIT) is the central record keeping
place for information related to each Jjob. Accounting
information, the memory map image, disc addresses for the job's
image on swap image on swap device, the I/O command chain used for
swapping, a DCB for terminal use (M:UC) and one for miscellaneous
functions (M:XX), control command buffers, and the user=-related
push stack are some of the important elements stored in this
table.

JIT is mapped. The CPU accounting clock ticks subjectively into
one user's JIT or another depending on how the map is set. The
monitor pushes temporary data into a user-related stack depending
on how the map is set. 1In fact, much of the monitor, the file
system for example, need not be and is not aware of which user it
is working for, rather it is mapped to the appropriate user via
the hardware map.

A master JIT exists in the physical space corresponding to the
virtual space where all JITS are located. This JIT is used by all
unmapped programs, the symbiont system, and interrupt processing,
for example. All CPU accounting for symbiont operation is,
therefore, recorded in the master JIT.

Each user is assigned a JIT in order to create the job. Depending
on the source of the job, a JIT may be created which is
appropriate to 1) an on-line, 2) a batch, or 3) a ghost program.
The JIT for KEYIN, the operator's command language, holds in its
push stack the entire program for KEYIN operation: a call for the
KEYIN overlay and a self-destructive exit.

The JIT disc address is the scheduler's "handle" which allows
retrieval of the job when needed from the swap device. This
address is kept in a core-resident table along with the
job=scheduling information,

12
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Shared Programs

There are six distinct kinds of shared programs in UTS:

1. Ordinary shared processors (FORTRAN, BASIC, PCL, LOAD)
2, Overlays of the ordinary shared processors

3. Special shared processors (TEL, LINK)

4, Shared debuggers (DELTA)

5. Public libraries (FORTRAN run-time library, FDP)

6. Monitor overlays (OPEN, labeled tape routines, KEYIN)

Ordinary shared processors occupy the same virtual memory as user
programs. Special shared processors, shared debuggers, and public
libraries occupy (and are overlaid in) dedicated high virtual
memory and may be associated with user programs or ordinary shared
processors. The processors CCI, TEL, and LOGON which reqguire
store access to JIT are granted that special privilege.

Although user programs may have large complex tree structures in
both data and procedure sections, ordinary shared processors are
restricted to a single overlay level in the procedure area only.
However, they may have any number of overlays within that level.
All changeable data must be in the root segment (unlike the
overlays of unshared programs, which may have data in the
overlays). Data is initialized at the same time the shared
processor 1is called, and thereafter is associated with each user
of that processor and swapped in and out with him,

Shared processors of other than ordinary +type may not have
overlays.

Shared processors are not limited to programs provided by XEROX.
The facilities may be effectively used whenever a program has a
high probability of common usage. Service bureaus, for example,
may use the mechanism for proprietary packages, and corporate
installations may use it for programs with a high frequency of
use.

13
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UTS processors may be shared processors when they are named during
SYSGEN and contain shareable pure procedure (reentrant code) or
when they are added during system operation using the program
DRSP. Data areas of the processor which will be user-associated
are initialized at first entry. A shared processor has the
following special charastics:

1. Its name is known to the system at SYSGEN time or provided by
DRSP and is stored in resident tables.

2. It has dedicated residency on swap storage established at
system initialization or by DRSP.

3. A single copy of the pure procedure is shared by all
reqguesting users,

Any program which meets the restrictions may be established as a
shared processor by naming it at SYSGEN, which causes the file
copy of the program from the :SYS account to be written on the
swapping RAD and its name placed in shared processor tables in
resident monitor core during system initialization. The program
is then available through high-speed swapping I/0. DRSP
accomplishes a similar task during system operation.

The file copy of the program is retained for recovery purposes and
may be run as an unshared program under DELTA for development and
debugging purposes. If the 1load module in the :SYS account is
replaced, the shared copy of the program on the swapping device is
updated to the newer version in the event of a system recovery.

Public Programs

A program whose load module is in the :SYS account is a public
program in the sense that it may be called either by a control
card containing the ! symbol and the program name or by entry of
the program name in response to a TEL prompt (!) for commands.
Each user of a public program has his own copy of the program. If
a program name refers both to a shared processor and to a load
module in :SYS, then the shared copy is used.

14
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Files and Accounts

Upon the basic physical 1I/0 management routines of UTS/BTM/BPM
systems is built a file management system which is used not only
by the users and processors of the system but also by the system
itself. Read, write, open, close, and other command directives of
this "file system" are issued by users and processors via CAL
instructions. The monitor itself may issue CALs as a user does or
may BAL directly to the routines through internal interfaces.

With minor exceptions, all temporary storage needed by the monitor
is managed by this file system.

Files may be either consecutive or key-indexed and consist of a
variable number of variable length records. Records may be read
from key-indexed files by name or in a seguential manner. Unlike
the file management of many systems, space is acquired from a
general pool and files may expand indefinitely in size restricted
only by the physical size of the secondary storage avqilable.

A third type of file, called RANDOM, pre-allocates a fixed amount
of space at open time and is read or written addressing by
relative granule number. This type of file is not wused by the
monitor for any of its I/O. -

All files are divided into and cataloged by account.
Authorization to read or write a file within a given account 1s
granted on an account basis, Each user must establish an account
under which he runs at logon time.

Logon account, therefore, establishes control with respect to the
file system and should not be confused with accounts established
by the installation for fiscal purposes or with the "“accounting"
records produced at the end of each job to record time, core use,
I/0 activity, and other resource utilization. Accounting routines
which gather this information have nothing to do with file
accounts,

Star Files

Processes within the monitor, including the loaders and CCI, which
require files of temporary intermediate information place this
information in files which are called star files. These files are
special with respect to their handling by file management since
they are not entered into the file directory, and are special in
their naming convention and in handling at job logoff.
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The file name of star files is constructed of three characters:
the first two are the halfword user ID which is included to assure
that the file has a name unique in the system. (Two distinct
files will therefore be created and used by a shared processor or
monitor component executing concurrently for two different users.)
The third character of the file name is assigned to the process
using the file. The file named idD for example is a file used by
the monitor batch debugging facility to temporarily save MODIFY
and SNAP commands., Note that the star file names are often
referred to with the ID in lower case and the following character
in upper case to indicate that ID is substituted at file creation
time.

Star files and their use in UTS are as follows:
ids Binary file of ROMs from card input formed by CCI (and
the tree table) so that the Loader may make its two
passes.

idp Batch debugging commands - MODIFYs, SNAPs, etc.

idL Load module output file created by LOADER or LINK when
a LM file is not explicitly named.

idG Assembler or compiler output ROM file used when the GO
option is specified. The default file assignment of
the M:GO DCB.

idR Assembler ROM output for LINK if no explicit file is
given, R 1is exactly equivalent to B with respect to
the file system.

idr File containing the names of all files which have been
marked for release at job end by the M:TFILE operation.

idN Load and Link files
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Libraries
There are three kinds of program libraries provided in UTS:

1. Relocatable Object Module (ROM) 1libraries (computer or
assembler output) which may be private to a user's account or
public by placement in the system account.

2. Load Module (LM) librarios (loader output) which may also be
either publicly or privately held (these are formed by the
Loader in :DIC and :LIB files as described in the UTS System
Management Reference Manual).

3. Shared libraries (in absolute form) which are publicly shared
by all concurrent users.

Association of libraries with a user program is carried out by one
of the loaders, either the one-pass on-line loader, LINK or the
two-pass overlay 1loader, LOAD. LINK does not include LM loading
in its capabilities. Both loaders associate programs with the
shared 1libraries either on explicit command or implicitly by
knowing that certain unsatisfied references can be found in a
particular 1library (e.g., 9INITIAL is to be found in the FORTRAN
run-time shared library).

Shared libraries are created and absolutized at SYSGEN time., They
consist of three elments each:

1. The instructions (pure procedure) of the 1library routines
which will be the shared part,

2, An unitialized data area which provides local library context
to each user at a fixed virtual address, and

3. A symbol table (REF/DEF stack) which enables the Loader to
provide direct linkages to the library from the user program.

Two shared libraries are supplied with each UTS system: a standard
set of FORTRAN run-time routines (excepting only complex and
hyperbolic functions), and the same standard set, together with
the FORTRAN Debug Package (FDP).

17
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UTS Structures

The UTS Operating System may be divided into the resident monitor
with its overlays and the processing programs without which it
would be skeletal.

As shown in Figure BB-2, the processors may be thought of on two
levels: first, on the executive level, are the command processors.
These shared processors, of which TEL, CCI, LOGON, and EASY are
examples, pass control to other processors on error command. They
are returned to in the case of errors and aborts or exits in the
other processors; secondly is a level containing user programs,
language processors, utility programs, and management control
processors. On this 1level, any special privileges required are
granted to the user job.

The monitor and all processors except the application processors,
language processors, FDP, libraries, are termed the control
program and are those programs delivered with a UTS release. (As
a matter of convenience, the latest versions of the FORTRAN
Library and the language processors Meta-Symbol, FORTRAN, and
BASIC are included in a UTS release.)

18
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Figure BB-2 - UTS Logical Structure

Monitor

Basic Control
Scheduling & Swapping
emory Management

ile Management

ob Step Control
erminal I/0
ymbionts & Coop.

ys. Integrity

Initialization & Startup
Operator Communication
Batch Debugging

System Debugging
Load=-and-Link

Read-Time Serv. (proposed)
Remote Batch Serv.

19

(Recovery)
|
LOGON/LOGOF EASY | Terminal Exec. ontrol Command
Language Interpreter
(TEL) (CCI)
z } l
System
Management Language Exec. Control Utility Application
rocessors Processors| |Processors Processors Processors
SUPER FORT. IV Link Edit ISORT/MERGE
ONTROL Metasymb. Load PCL 1401 SIM
RATES BASIC DELTA SYSGEN DMS
PURGE ANS-COBOL FDP DEFCOM GPDS
ILL MANAGE Libraries SYMCON SL-1
RR:T.IST FLAG (FORTRAN) ANALZ CIRC
RR:SUM BATCH
DDUMP
OLINIT
SPM
UMMARY
. RSP



UTS TECHNICAL MANUAL SECTION BB

1/12/73
PAGE

Dynamic Structure

Another way of viewing UTS 1is through the dynamics of its
operation. Here we see three levels: the slave program level, the
monitor service level for carrying out the users' requests, and
the scheduling level where the decision for next user is made.

Slave Level

This level includes all programs that run in the MAPPED,
SLAVE mode (parts of some specifically privileged programs on
this level may run in master mode). Batch and on-line user
programs, with their shared public 1libraries, language
processors, such as FORTRAN and COBOL, and the special
processors of the system, such as CCI, TEL, LINK, and DELTA,
all fall into this category. Programs operating at the slave
level are always mapped and are protected from others in core
by the access codes and write-locks of the hardware. Monitor
services for I/0 and other services are provided via CAL
instructions which pass control to the monitor service level.

Monitor Service Level

The second 1logical level of UTS provides for service of CAL
instructions, processing of machine traps, I/0 interrupts,
clock interrupts, and external interrupts. Operation at this
level is always in the MASTER mode and may be either mapped
or unmapped. Code at this level is largely resident in core
memory and is divided into data and pure procedure sections.
Write locks are set so that the procedure area can never be
written even by the monitor itself. After the called service
program is executed, exit is made to the scheduling level.

Scheduling Level

The third logical level of UTS controls scheduling of machine
operations by making an appropriate selection for a swap
between the swapping device and core memory, followed by
selection of the next user for execution. Map, access codes,
PSD and general registers are then loaded and control goes to
the selected slave program.

This logical organization of UTS is shown in the diagram of Figure
BB-3.

20
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i Figure BB-3 - UTS Dynamic Organization
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CORE, SWAP RAD, FILE, AND SYSTEM TAPE LAYOUTS

Core Memory

UTS makes full use of Sigma 6/7/9 mapping hardware, access protection,
write locks, and Sigma 9 extended memory in allocating available
physical core pages to users. Physical core pages are allocated to
users at their request. At system boot time the physical size of the
actual memory is determined by referencing all memory and linking

' existing pages into an available pool. Thus, it is possible to remove
core from service by turnlng off the physical boxes so long as the
available physical memory is contiguous from address zero.

Use of the map obviates the need for program relocation or physical
moves. Full protection is provided, not only of the monitor from the
users but also of one user from another, the monitor from itself, and
each user from himself. All programs including the monitor 1tse1f are
divided into procedure and data. The procedure area is protected by
write-locks or access codes, or both, against inadvertent stores.

The strategy of write-lock usage to protect master mode programs are
as follows:

See the Sigma 7 Reference Manual for a complete description of locks
and keys, but remember that a key is associated with each program
through the PSD and a lock is attached to each core memory page. Keys
and locks control only store accesses. A key of 00 fits any lock; a
lock of zero is "unlocked"; otherwise, the key must match to permit a
store. -

1. A key of 11 is never used nor is a lock of 10.

2. The monitor operates with a key of 01 and thus may store in

a.. its own data area (iock = 01).
b. any batch, on-line, or shared processor core (lock = 01).
Ce. a reserved area for resident real-time data (lock = 00).

It may not store in

a. 1ts own procedure (lock = 11).
b. pure procedure of resident real-time (lock 11).

3. User programs operate with a key of 00 but in mapped/slaves
mode so that protection is provided by the access controls.
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4, A key of 10 is reserved for resident real-time. It may
store only in its own data area (lock = 00). It may not
store anywhere else (lock = 01 and 11).

5. Write-locks are initialized only once (at system startup)
and are not changed thereafter except when running under
control of EXECUTIVE DELTA where thev are used to enable
data bhreakpoints. .

A typical layout of physical memorv is shown in Figure BC-1.

The access code of each virtual memory page controls references made
by slave mode programs (user programs and shared processors). Full
access and map images are retained in the JIT of each user and are
loaded when the user gains control. TEL, CCI, and LOGON are given
special write access to JIT and other job context areas.

In examining the virtual and physical memory lavouts to determine the
protections, the reader should recall that although the map applies to
all addressing operations when the map bit of the PSD is on, address
protection depends on the master/slave bit. In slave mode, the access
test is made first and then the write-key write-lock test. In master
mode, the access test is skipped.

The layout of virtual memorvy that apnlies to user programs and
ordinary shared processors is shown in Figure BC-2, Virtual core
addresses shown are those appropriate for a typical system. More (or
less) physical core may be established for the resident monitor at
SYSGEN time depending on installation needs, such as the requirement
for special device handlers or other options. The bound at which the
one-pass Loader (LINK) places the user program is adjustable by
assembly parameter in LINK,
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Typical contents of the various areas together with number of pages
used are as follows:

Context Area Available Area Special Area
Job Information Table (1-2) User programs, data, Special shared
and symbol tables. processor and
data:
DCBs (1-n) Ordinary shared LINK
processors including:
File Buffers (4-n) Root segment DELTA
fa)
Initial Data TEL
COOP Buffers (0-2) Overlay Area FDP
Monitor Overlay (1-6) Public Libraries

Virtual pages which have no physical core page associated and are
mapped into a resident monitor page (20) that is write-locked and
protected by the no-access (11) code. Thus, slave mode programs are
denied access through the access mode, and attempts to store at these
virtual addresses by a master mode program are protected by
write-locks.

System Residence and Swapping RAD

In UTS, the system resides on the swapping RAD or disk pack. _
Allocation of components of the operating system on this system device
is accomplished at the time the system is booted from a PO tape. The
initial portions of the RAD contain enough information to accomplish a
complete restart after quiescence or a recovery in event of system
failure.,

This device is also allocated dynamically to individual user jobs as
they are swapped between bursts of activity which require core
residence and use of the CPU or an IOP.

System Storage

Table BC-1 lists the system components and shared processors appearing
on the system/swap device. Two categories are listed: the area
provided by the boot-from-tape process, and the area constructed from
system files by the initializer GHOST1. This latter area is used by
recovery for a core dump area and is reconstructed by the initializer

?ollowing each recovery. The remaining portion of the system device
is dedicated to user-swap space.
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Figure BC-2 - Typical User - Program Virtual Memory Layout
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Table BC-1 - Contents of System Portion of the Swapping RAD

Items Written During System Boot

1. Disc bootstrap routine (Sectors 0-1).

2, Space for ALLOCAT JIT, AJIT (Sectors 2-5).
3. Master JIT (Sectors 6-7).

4, ALLOCAT data, including HGPs, the granule allocation
bit maps.

5. ALLOCAT procedure - the granule allocation ghost
program.

6. GHOST1, the system initializer.

7. Space for new or replaced monitor overlays (six pages
each per MOSPACE).

8. Nine monitor overlays - Open Files (OPEN), Close Files

(CLOSE), Label Tape (LTAPE), Operator Keyins (KEYIN),
Load-and-Link (LDLNK), Batch Debugs (DEBUG) , multilevel
index creator (MUL), Device and Type CALs (IODTYPR), and
miscellaneous routines (MISOV).

9. RECOVERY, the system failure recovery and restart
routines.

10. XDELTA, the executive system debugger.
11. UTS Monitor Root, in absolute core image format.
Items Written by GHOSTI1.

The shared processors are built according to specifications in
monitor tables provided by SYSGEN. XEROX shared processors
established automatically by SYSGEN are as follows:

CCI, TEL, LOGON

LOGON, LOADER

BASIC, METASYMBOL, FORTRAN
EDIT, PCL, DELTA, BATCH
FILL, RUNNER

GHOST1, DRSP

FORTRAN Public Library, FDP
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Swapping Storage

Users (batch and on-line) are removed from core to a dedicated area of
secondary storage (RAD or disk pack) when core storage is required for
higher priority users.

A bit table (SGP) is used to keep track of the availability of each
granule (two sectors = 512 words) on the RAD. In this table, a zero
1s used to indicate that the granule is in use (assigned to a user)
and a one is used to indicate that the granule is available. Users
are assigned, in groups of four, a sufficient number of page-size
granules to accommodate their current use. The assignment is done in
such a way that command chaining of the I/O can order the granules to
be fetched for a single user with a minimum latency. That is, each
user's pages are spread evenly over the set of available granules so
that data will be transmitted in every disc sector passed over when
the user is swapped.

The records of disc granules associated with each user are kept in the
user's Job Information Table (JIT), which is kept on the swap device
when the user is not in core. The disc location of the JIT is kept in
core by the scheduler. The device layout is such that sufficient time
is available after the user's JIT arrives from the swap device for the
system to set up the I/O command chain contained therein for swapping
the reaminder of the user program.

The amount of secondary storage assigned to swapping is a parameter of
SYSGEN. The number of active (batch and on-line) users that the
system can accommodate is limited by the space allocated for swapping
and the total size of all active users.

If the swap device is a disk pack, each user is allocated one or two
cylinders during SYSGEN. The system still uses the RAD SGP and
allocates swapping storage in terms of granules. The exception is the
swap I/0 routine which obtains the user's cylinder number from a
resident table and epecially sets up disk pack command lists to
perform I/0 to continuous granules on cylinders.
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Symbionts and Files

RADs and disk packs are divided into page size (512 words) granules.
Each RAD or pack except for the system (swap) RAD is divided into a
symbiont area (PER) and a file area (PFA). At SYSGEN, the proportion
of each kind of storage on each device is specified. Once generated
the PER and PFA are not exchangeable; they form separate allocation

pools, except that when PER is exhausted, PFA is used for symbiont
space.

For each device, SYSGEN provides an allocation table which contains a
bit per granule on the device. These tables are collectively referred
to as the HGP, although technically, HGP, the Head of Granule Pool, is
a cell containing the address of the first of a linked chain of
allocation tables. Also, contained in each allocation table are
pointers dividing the PER and PFA area and constants defining the
number of granules per track and other device~specific parameters.
These allocation tables reside in and are manipulated by the ghost
program, ALLOCAT, which is called occasionally to £fill or empty stacks
of available granules in core memory. Granules required for file
addition or released when files are deleted are taken from the stacks
of available granules. When the stacks' contents exceed
pre-established thresholds, then the ALLOCAT Ghost is called to
refresh them to an optimum level.
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File Structure

A file may be organized as consecutive, keyed, or random. 1In a
consecutive file, the records may be accessed only in the sequence in
which they were orginally written. 1In a keyed file, each record has
an associated name or key. Records in a keyed file may be accessed
directly by specific key values or sequentially, according to their
order in the file. A random file consists of contiguous granules
rather than a group of records. Random files are accessed by granule
number relative to the beginning of the file.

A disk file resides on the Monitor's secondary storage. UTS uses both
the RAD and disk pack devices for secondary storage. Any combination
of these devices can be defined for a UTS system at SYSGEN time. A
disk pack device has dismountable volumes and can be declared either a
public or private device at SYSGEN time, while a disk device, not
having dismountable volumes, can only be declared a public device. A
public disk pack has only one volume that can be recognized by UTS,
and that volume must be mounted at all times while the system is
active. A private disk pack device has any number of dismountable
volumes that can be recognized by UTS. The Monitor requires that only
those volumes needed for execution of the user's job be made available
and be mounted. A public file resides on public devices (RAD and/or
disk pack); a private file resides on private disk pack volumes.

A private volume set is defined as a collection of removable volumes
that the user has grouped together containing any number of files with
any type of organization (consecutive, keyed, or random). All files
in a private set must belong to the same account. A private volume
set is identified by the volume serial numbers specified in the SN
option of the !ASSIGN command when the first file is written on the
set. Volumes may be added to the set by entering a new volume serial
number in the-SN list, but a volume may not be removed.

Keyed and consecutive file space is allocated .on a demand basis as the
file is being created or updated, therefore such files do not
necessarily exist in contiguous areas on a RAD or disk pack device and
can exist on many different physical devices. Random file space is
allocated when the file is opened for output. The size of a random
file can never be changed.

30 )



UTS TECHNICAIL MANUAL SECTION BC
1/12/73
PAGE 31

Access to user files is via a hierarchy of disk-resident Monitor
files. Figure BC-3 shows the structure of system-managed files. The
top file is an Account Directory, which contains a directory of all
accounts that have public user disk files. There is one account
directory for all public files in the system (the Public File Account
Directory). Each account has its own file directory, which contains a
directory of all files in the account. Each file has a File
Information Table (FIT), which is part of the file directory for
random files and part of the file itself for keyed and consecutive
files, and contains all the information necessary to open a file, such
as its organization, location, password, etc.

To locate a public file, the public account directory is searched for
the file account number. The account number entry contains the disk
address of the account's file directory. The file directory is
searched for the file name. The file name entry contains the disk
address of the file's FIT. The FIT contains the disk address of the
file.

Private files are located via AVR and MOUNT logic. A keyed file
consists of two parts: a Master Index and a set of data granules. The
data granules contain the records in the file, which are packed in
granule-size blocks. Data granules do not contain any system
information. The Master Index is a collection of hierarchical 1levels
of index blocks where the entries in a higher level point to index
blocks at the next lower level, and the entries in the lowest level
point to data records.

A consecutive file consists of granules containing the data of the
records preceded by four bytes of control information per record,
generally. A random file is devoid of system information. Record
management and format of the file is the user's responsibility.
Besides the security checks required for access to a file, the only
checks made by the system are to prevent the user from reading or
writing past the limits of the file. Functionally and operationally,
a random file is a collection of contiquous granules on the specified
device type. However, if a random file is larger than a disk pack in
size, the file will extend beyond volume boundaries (if private) or
device boundaries (if public).
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System PO Tape Contents

The system tape, called a 'PO tape' for reasons lost in antiquity,
contains all data needed to begin UTS operation. The tape contains
ready-to-run load modules for the monitor, its overlays, and the
processors of the operating system. It may contain any other files
which the installation desires and includes when the tape is written
(DEFed) . The tape is structured into two parts. Prior to the first
file mark are records absolutely required in getting the system into
Operation: the monitor, its overlays, EXEC DELTA, recovery, ALLOCAT,
and the elements of the initialization program, GHOST1. Following the
first file mark, the tape is in standard labeled tape format and
contains load modules for all remaining parts of the system. The tape
may contain any modules or files whatever. Only those preceding a
null file named LASTLM are copied to the system device file structure
during system initialization.

The system tape may contain any necessary number of records prior to
the formatted part and still be a valid standard format tape because
of the label tape identification procedure (AVR sequence). In this
Sequence, the tape is rewound, forward spaced to the first file mark,
backspaced two records, and read forward to find the tape label.
Thus, the label is found independent of the number of records
preceding the first file mark.

Table BC-2 lists the records on a UTS PO tape.
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Table BC~2 - Contents of UTS PO Tape

A, Unformatted Area Records

Tape Boot
Monitor Root in one-page records
System information record containing
version and creation date
EXEC DELTA Head
EXEC DELTA Data*
ALLOCAT Head
ALLOCAT Data¥*
ALLOCAT Procedure
GHOST1 Head
GHOST1 DCBs (load module protection type 2)
GHOST1 Data¥*
GHOST1 Procedure (load module protection type 1)
Overlay Head
Overlay Data¥*
Recover Head Repeated for the nine overlays:
MISOV,IODTYPR,OPEN,CLOSE,LBLT,KEYIN,
Recover Data* DEBUG,DLNK,MUL

B. Standard Labeled Tape Formatted Area

:LBL

:ACN

First Physical End-of-File

File records for all system load modules and
other needed files (SYSTEM PROCs, Error
Message Files, etc.)

LASTLM File

Other files as desired

:EOT

*Data 1s protection type 0 of the load module.
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MONITOR FUNCTIONAL STRUCTURE

This section describes the UTS monitor's functional capabilities
together with the broad strategy which is used to accomplish each.
The outline of this section is echoed in the following section,
BE, which reviews the system module by module giving details of
the function provided by each, together with approximate physical
size.

The broad categories and services provided by each are as follows:
1. Basic I/0

This section describes the operation of routines which
centrally queue all requests for I/0, provide device-specific
handling of each request, service I/O interrupts, and buffer
and manage all terminal I/O requests.

2. System Management

This section describes the operation of those portions of the
monitor which are responsible for scheduling execution and
swapping of user programs, managing core and swap RAD memory,
and controlling the sequencing of jobs from step to step.

3. Symbionts and Cooperatives

The routines described in this section provide for buffing of
input and output between user programs and low=-speed
peripherals (card readers, card punches, line printers, and
remote batch terminals).

4, System Services

This section describes routines which relate to the system as
a whole, Areas covered are: initialization, recovery,
operator communications, accounting, performance monitoring,
system debugging, and hardware error logging.

5. User Services
The routines described in this section carry out services at
the explicit request of user programs. Covered are file

management, the load-and-link commands, and batch debugging
commands,
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Basic I/0 System

The code grouped in the 'basic control' category includes (a)
the routine which queues up requests for I/0 activity and
handles the I/O interrupt, (b) the basic device I/0 handling
routines, and (c) the UTS terminal I/0 and buffering
routines. The first two sets are nearly identical for the
BPM, BTM, and UTS systems. The I/0 queue routines and
handlers are also close cousins to those used in BCM and RBM.,

Data used by these routines are larqgely generated by SYSGEN,
including the Device Control Tables (DCTs) and RAD Granule
Maps (HGP) in the module IOTABLE, the Queue Tables (I00) in
M:CPU, and the terminal I/O tables in M:COC.

a. ~I/O Queueing and Device Handlers

The Basic Input/Output System which is common code to
RBM, BPM, and UTS provides a simple interface between
all parts of the operating system and the external
peripheral devices. It stacks or 'gueues' the requests
for service rather than waiting for each operation to
complete before returning to the caller. When a
request is completed, the caller is notified via
certain parameters in the DCB, or the caller may
specify the address of a subroutine to be executed at
this time (called the ‘'end-action' routine). It is
capable of receiving requests for input at any time or
from any place in the system and dispatching them in a
manner which is independent of other operations
concurrently being executed by the system. Error
recovery procedures are invoked when necessary and do
not require any additional specifications from the
caller.

Requests are normally serviced in the order in which
they are received. In a real-time system, requests are
serviced by task priority. Precautions are taken to
prevent any major service to Jlower priority requests
when a higher priority task is active.

Standard techniques within the handlers provide
centralized recovery from errors and device
malfunctions Operator intervention is enlisted when
required, for example, to reinsert a card read with
error or to take action on unrecoverable device
failure.
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There are two basic entries to I0Q: a standard entry in
which the I/0 commands are prepared by I00 and the
handlers, and an entry in which the entire I/0 command
list is supplied by the caller. '

Few restrictions are placed on buffer size or location.
Facilities are included for gather-write/scatter-read
operations (data chaining), and provision is made to
allow construction of IOP command lists outside of the
basic I/0. For standard tape, RAD, and Pack I/0, a
monitor buffer is obtained in which data chained 1I/0
command lists are built according to the actual
physical core locations of the record requested. A
maximum of 8K words is allowed for tape requests.

UTS 'blocks' I/0 requests if the calling process is
mapped, i.e., a user service. Operation is
discontinued for this user and the system turns to the
next.

The inherent differences between peripheral devices are
accounted for by the insertion of device-oriented code
(handler) for each type of device in the system. A
well-defined handler interface allows addition of new
handlers with a minimum of difficulty. Also, a number
of subroutines are availabhle which perform common
hander functions.

Handlers are added to the monitor root as a result of a
SYSGEN PASS2 DEVICE command which names the device, its
addresses, and its handler. This causes the handler to
be added to the standard file of handlers which
initially includes the handlers for the operator's
console, the card reader, the line printer, the RAD,
and nine-track tape.
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Logical I/0 Channels

A channel is a data path connecting one or more devices
with the CPU, only one of which may be transmitting
data (to or from memory) at any time.

Thus, a magnetic tape controller connected to an MIOP
is a channel. But one connected to an SIOP is not, for
in this case, the SIOP itself fits the definition,
Other examples of channels are a card reader on an
MIOP, a keyboard/printer on an MIOP or a RAD controller
on an MIOP.

Input/Output requests made on the system are queued by

channel. This method facilitates starting a new
request on the channel when the previous one has
completed, The exception to this rule is the

'off-line' type of operation such as rewinding of
magnetic tape or arm movement of certain moving arm
devices. If this type of operation is started, an
attempt is always made to start a data transfer
operation as well. Thus, the channel is always kept
busy, if concurrent requests are available.

By wusing 1logical channels to separate devices on a
physical channel (MIOP), the IOQ routine may be used to
prevent data overruns when more devices are connected
than can be handled by the MIOP simultaneously.

In addition to assigning a logical channel (data path)
to a group of devices, it is possible to define two
logical channels for a gqroup of devices where the
hardware permits. Thus, requests to use any of the
devices will be honored as soon as either channel (data
path) is available for data .transmission. This
facility is commonly referred to as ‘'device pooling’'.
Thus, for example, two controllers can simultaneously
have any two of eight disk packs; whereas, without the
feature, each controller would be able to serve any one
of four. Obviously, the former case is more efficient,
in general.



UTS TECHNICAL MANUAL SECTION BD
1/12/73
PAGE 39

Since requests on a channel are normally "chained" by
the I/O interrupt, there must be a means whereby any
action on a request which is deferred by priority may
be resumed at a later time. This provision is the
'‘Control Task', usually the 1lowest level external
interrupt in the system. When action is deferred, the
device code is entered into the Control Task stack and
its interrupt-is triggered. When it becomes active it
will call the scheduler for the device in guestion. In
a system created with no Control Task, the console
interrupt will be triggered instead. The console
interrupt receiver is designed to perform Control Task
functions when there is no external interrupt assigned
for this purpose.

There are two major parts involved in the processing of
an I/0 request: start (done by STARTIO) and cleanup
(done by CLEANUP). The start consists of building the
IOP command list and executing the SIO ‘instruction,
while the cleanup consists of testing for errors and
notifying the caller of the completion. For a given
request, the time at which a start of cleanup is done
is determined by the I/0 scheduler (called Service
Device or SERDEV).
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The center of I/0 activity is the scheduler, Service Device.

routine
(cleanup).
key events

starts

operations

and processes
Thus, Service Device must be called whenever
occur or when other special conditions are present in
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the system. The figure below shows the downward flow of control
from some of the most important areas of the I/0 system.

Request 1s Monitor waits Control
made Interrupt occurs for completion Task
NEWO IOINT JOSPIN CTIOP
QUEUE1

SERVICE DEVICE
Initiate Process
operation interrupt
STARTIO CLEANUP
Handler Handler
pre-processor post-processor
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Service Device is a highly independent routine in the
sense that it can be called at any time from anywhere
in the monitor. It is called whenever there is any
chance that a start or cleanup can be done for a given
device. Some examples of when Service Device is called
are as follows:

1. When a request is queued (start may be performed
for the next regquest in the gueue).

2. After an I/0 interrupt has occurred (cleanup may
be done).

3. After a cleanup has been done (a start may be
performed for the next request in the queue).

Device-dependent routines are provided for building
command 1lists and testing for errors. STARTIO calls
the 'handler pre-processor' to do the former, while
CLEANUP calls the 'handler post-processor' to do the
latter. These two parts constitute the device handler
for any given peripheral and are provided in separate
assembly modules.;9

Information pertaining to requests, devices, and
channels is maintained in a series of parallel tables
produced at System Generation Time. The first entry
(index = 0) in each table is reserved for special use
by the system. Three groups of tables are used 1) to
carry individual I/O requests, 2) to carry status and
control information for each device, and 3) to group
the requests for each logical channel.

I0Q, Request Information

These tables contain all information necessary to
perform an input/output operation. When a
request is made on the system, data is
transferred from the controlling DCB and/or
registers into one element in each of the
parallel 1I0Q tables. This set of elements forms
a 'queue entry'. The entry is then 1linked into
the channel queue below other requests of higher
or the same priority.
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DCT, Device Control

The device control tables contain fixed
information about each system device (unit level)
and variable information about the operation
currently being performed on the device.

CIT, Channel Information

These tables are used primarily to define the
'head!' and 'tail! of those entries which
represent the queue for a given channel at any
time. A channel gqueue may have more than one
entry active at any time (such as several tapes
rewinding while another reads or writes).

Terminal I/O0 (COC)

Terminal I/O COC routines are the read/write buffering
and the external interrupt handling routines for 1I/0
directed to user terminals. The read and write
routines on the user-interface side translate
characters to external form and buffer messages into
linked, core-resident blocking buffers. Insertion of
page headers, vertical format control (VFC), user
headings, tab simulation, and other formatting tasks
are performed.

The interrupt routines demultiplex incoming characters
by line, translate to internal EBCDIC form, check
parity, block messages into buffers, echo characters to
the terminal, and test for valid end-of-message
characters,

The routines support teletypes, ASCII-compatible CRTs,
and 2741's for most common speeds, formats, and
character encodings. Where full-duplex terminal are
available, type-ahead is supported - the user may type
input while output is ongoing or before a read request
is received. Paper tape units are supported for both
full- and half-duplex terminals. Translation of
characters may be suppressed to provide arbitrary
binary I/0.

Recognition of special characters to allow simple
character-delete and 1line-delete editing functions,
mode settings to control echoplex operation, tab
simulation, code set restriction, and other activities
are included.
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A routine entered periodically as a result of a clock
interrupt scans all 7611 1lines to detect data set
hangup and data set answer to provide automatic logoff
and logon, respectively.

The COC routines carry out their functions using
information carried in a series of line-associated
tables, processing both characters deposited by the
7611 hardware in a 'ring-buffer' and messages to and
from a pool of four-word blocking buffers. All these
data are included in the module COCD and in M:COC,
which is provided by SYSGEN as a result of processing
the :COC control card. Initialization of 7611 lines is
accomplished by the routine COCI, which is needed
during system initialization, recovery, and power
fail-safe restart.

The COC routines are resident in the monitor root and

consist of four main parts plus common subroutines, all
assembled as a single unit:

1. Output interrupt handler.
2, Output interrupt handler.
3. Code to process a user's Write CALs directed to

the terminal,

4. Code to process Read CALs directed to the
terminal.
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System Management

Four groups of routines are associated with this activity: a)
those that record the significant events which occur during
operation and schedule user execution and swapping from them,
b) those that centrally manage core and RAD or Pack memory,
allocating and releasing pages of core and granules of
secondary storage on demand, c) those that properly sequence
the operation of a job between its individual steps, and 4d)
those that associate and release monitor overlays in a job's
virtual memory space.

a. Scheduling and swapping

The routines in this group control the overall
operation of the system. Inputs to these routines,
together with the current state of users as recorded by
the scheduler, are used to change the position of each
user in the scheduling state queues. It is from these
gueues that selections are made for both swapping and
execution. Swaps are set up by the selection of a
high-priority user to be brought into core and by
pairing this user with one or more low-priority users
to be transferred to swap storage. Similarly, the
highest priority user in core is selected for
execution,

Scheduler Inputs

System activities are reported by direct entry to the
scheduler, which makes changes to user state state
queues through a logical event signaling table. The
scheduler records inputs by changing the user the user
state and other information associated with the user.
In general, a table-driven technique is used. The
received event is on one coordinate of the table and
the current state of the user is on the other. The
table entry thus defined names the resulting state or
the routine to be executed in response to the given
event-state combination. Since the number of events
and states is large, the table technique aids in
debugging by forcing complete specification to all the
possibilities. Inputs to the Scheduler are 1listed in
Table BD-1,
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The Scheduler also receives control at execution of
each CAL issued by a user program that is reguesting
monitor service. All these entries (Table BD-2), the
special entries from the executive language processors,
and entries from internally reported events drive the
scheduling of the system, Other entries to the
Scheduler occur following each trap, each interrupt,
and the end of each clock quanta.

Scheduler Output

The scheduling routine performs two major functions
during the time it is in control of the computer. The
first 1is to set up swaps between main core memory and
swap storage in such a way that high-priority users are
brought into core to replace low=-priority users
transferred to swap storage. The actual swap is
controlled by the swapper according to specifications
prepared by the Scheduler according to priority state
queues described in the next section. Given a suitably
large ratio of available core to average user size
(greater than 4), the Scheduler can keep swaps and
compute 100 percent overlapped.

The second function is to select a user for execution
according to the priority state queues and the rules
for batch processing. The rule is simple: the highest
priority user whose program and data are in core is
selected.
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Table BD-1 - Events Received by Scheduler
EVENT MEANING
E:ABRT Operator-aborted user.
E:AP Associate shared processor with user.
E:ART Associate real-time job (not used).
E:CBA COC buffer available.
E:CBK Break signal received. :
E:CBL Number of output characters system limit,
E:CEC TEL request: Y received.
E:CFB COC buffer available.
E:CIC Terminal input message complete.
E:CRD Read terminal command received.
E:CUB Number of output characters = system limit.
E:DPA Swap page available.
E:EI External interrupt event (unused).
E:ERR Operator errored user.
E:IC I/0 complete.
E:IIP I/0 started and now in progress.
E:IP Request permission to start I/O.
E:KI User back in core.
E:KO User kicked out of core.
E:NC Cannot get requested core pages.,
E:ND Cannot get requested swap page.
E :NOCR i Initiate user requesting open or close.
E:NRD H Job exit until next external interrupt (unused
E:NSYMD ; No symbiont disc space.
E:NSYMF ! No symbiont file entry.
E:OCR User request to do open or close.
E:OFF User hung up or logged off.
E:QA ! Q for access (e.g., for access to tape
: or disk pack).
E:QE : Quantum end. .
E:QFAC : No file granules available for user.
E :OQMF : Master I/0O function count exceeded.
E:SL Sleep time for user.
E:SYMD Symbiont disc granule is now available.
E:SYMF Symbiont file table entry is now available.
E:UQA De-Q for access (e.g., for access to tape
or disk pack).
E:UQFAC ALLOCAT has filed granule stacks.
E sWU Wake up time for user.
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Table BD-2 - Service Request Input to Monitor
SOURCE OF INPUTS SERVICE REQUEST ENTRIES
User program (through 1. Terminal input/output request.

monitor service calls)

2. Input/output service calls for RAD, disk
pack, or magnetic tape.

3. Wait (sleep) request.

4, Program exit (complete).

5. Core request (for common, dynamic, or
specific pages).

6. Program overlay request.

7. Debug requests.

8. Requests for control of breaks, traps,
timing, etc.

Executive Processor ! 1. Name of system programs (shared or not)
‘ to be loaded and entered (implies
deletion of any current program),.

2. Continuation signal

3. LINK load-and-go exit.
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User State Queues

State gqueues form a single priority structure from
which selections for swapping and execution are made.
The state queues form an ordered list with one and only
one entry for each user. The position in gueue is an
implied bid for the services of the computer. As
events are reported to the Scheduler, individual wusers
move up and down in the priority structure. When they
are at the low end, they are prime candidates for
removal to secondary storage. This latter feature,
that of having a definite priority for removal of users
to swap storage, is an important and often overlooked
aid to efficient swap management. It avoids extraneous
swaps by making an intelligent choice about outgoing as
well as incoming users.

In addition to these primary functions, user state
qgueues have other functions:

1. Synchronizing the presence in core of the user
program and data with the ability of I/O devices.

2. Queueing user program to be 'awakened' at a
pre—-established time.

3. Queueing requests for entry and use off
processors.

u, Managing core memory.

5. Queueing requests for buffers in core or on RAD.

6. Queueing requests for several non-reentrant
services,

A list of the state queues is given in Table BD-3,
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given above prefixed with the letter 'S°'.
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STATE NAME MEANING
AB Users waiting for a COC buffer.
BAT Batch compute-bound users under segregated batch
scheduling discipline.
BK Users who have high BREAK.
C High~-priority compute-queue (used for associating
processors and some special cases of memory and
swap storage management) .
COM Compute-bound users
Ccu Current user of the CPU.
cp Users waiting for a core page.
DP Users waiting to be allocated a swapping page.
EC Users queued for entry to TEL (they have hit Y¢),.
ERR User jobs errored by the operator.
I0C Users with I/0O complete.
IOW Users with I/O in progress.
IOMF Users gueue because of excessive current
I1/0 count,
IR Users with complete terminal input messages.
NRRT External interrupt received (not used).
0oCU Users waiting to open or close a file while
another open or close is in progress (non-
' reentrant portions only).
OFF | Operator aborted user or user hung up.
. ON ; Users queued for the log-in process. ,
i QA i Users queued for access to an I/O device. !
QFAC : Users queued for ALLOCAT managed granules. ;
SYMD ! Users queued for symbiont disc space. i
SYMF § Users queued for symbiont file table entry.
TI ' Users typing input and in core.
TIO i Users typing input and user not in core.
TOB ' Terminal output users - in core (more %
| characters than the system limit are ready !
for typing). ;
i TOBO Same as TOB except user is not in core. :
TOC Users ready to continue terminal output
(the number of characters remaining to be
; typed is less than a system limit).
"W Users waiting for a specified 'wake up'
v ' time.
NOTE: The actual names of the scheduler state gueues are those
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Scheduler Operation

The scheduling gueues may be divided into four
categories:

1. READY Queues (SB:EXU)

Jobs in one of these state queues are ready for
execution if in core or ready to be swapped in if
not. Through some event, they have indicated a
present need for the CPU,

2. ACTIVE Queues

Jobs, in one of the states CU or IOW, are
currently running either using the CPU or one of
the IOPs,

3. WAITING Queues (SB:SWP)

These jobs have no present need for the computer
and are not in core.

4, OUT-OF=-IT Queues

These jobs have no present need for the computer
and are not in core.

Table BD-4 shows the gqueue list used for selection of
users to be brought in for execution and the queue list
used for execution of wusers to be moved to the swap
device. HIR (High~In-core-Ready-to-run) is a condition
set when an in core user is in one of the READY Queue
states (actually a count of such users).
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Table BD-4 -~ Ready and Waiting Queue Lists

READY QUEUES WAITING QUEUES

NRRT * High Priority SYMF

ON SYMD
OFF . W

ERR QEI

EC HIR OA

BK DP

IR ' TI

TOC TOB .
: |
10C Yy ocu ;
coM
BAT i

Low Priority :

To select users for execution, the scheduler searches a
list of the state queues, the READY list, in order to
find the highest priority user in core memory. The
highest priority user is served first. Thus, for
example, interrupting users are served before those
with an active input message (both of these take
precedence over users with unblocked terminal output),
then come on-line compute~bound users and, finally,
compute-bound batch jobs. Note that users in order
states have no current requests for CPU resources.
Note also that as each user is selected for execution,
the state queue of the user is changed to CU. When the
gquantum is complete, the highest priority gqueue which
the user can enter is the compute gueue. Users that
enter any of the high (above COM) priority states
receive rapid response, but only for the first quantum
of serivce. Thereafter, they share service with others
in the compute queue.
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A similar selection procedure is used to set up users
for swapping. First, the highest priority in the READY
list who is not in core 1is selected and his size
requirement (including the requirement for shared
processors not in core) is determined. Second, users
.are selected from the WAITING list until enough space
is freed until enough space is freed by these users and
their shared processors to provide for the user
selected for swapping. If a single user can be found
to swap out, then a single rather than multiple swap is
chosen., No swaps occur until a user that is out of
core enters a high-priority queue (READY Queue). No
execution selection occurs prior to the end of the
minimum compute quanta. No execution selection occurs
prior to the end of the full compute quanta unless the
HIR signal is set,

Two 1lists resulting from this selection are presented
to the swapper. One list contains the user (or users)
to be swapped out and the other contains the user to be
swapped in, the shared processors that must accompany
the user, and the current free core-page list.

Priority queues are arranged from high to low in order
of increasing expected time before the next activation.
This ensures that the users that are least likely to be
needed are swapped out first, while the users most
likely to require execution are retained in core. For
example, the swap algorithm operates so that compute
users remain in core and use all available compute time
while the interactive users are swapped through the
remaining core space whenever the following three
conditions exist:

1. There is room in core for three user programs.
2. Two users are computing steadily.
3. Other users are doing short interactive tasks.

In order to prevent deadlocks and to provide for round
robin scheduling of the compute-bound queue, the swap
algorithm also provides for a search through the READY
Queue 1list 1in inverse order up to the level of the
inswap user for a set of outswap users.
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Thus, users whose programs have just issued a terminal
input request will be swapped out before programs which
have blocked on terminal output. Both of these will
precede programs blocked by file I/0 reguests, and the
final selection will be made in reverse order through
the gqueue of compute-bound users.

For file I/0, programs are blocked from the time the
I/0 command is issued until it is complete. Terminal
input is similar. Output to the terminal is no wait
until about four seconds of +typing have been
accumulated in system buffers, It is then blocked;
unblocking occurs when one-half second remains.

Since users' programs are of different sizes, it may be
necessary to swap out more than one program to make
room for the incoming program, although a detail of the
selection algorithm causes it to preferentially select
a single outswap program if one adeguate size
(including any associated shared processors) can be
found on the WAITING Queue list.

The layout of programs on the swap device is made by
selecting four pages (always a 512-word granule) at a
time from a common pool, but preferential allocation
occurs for pages which will maintain nearly continuous
sector-by-sector allocation. This technique keeps swap
time short while preserving a general allocation
scheme. Programs are allocated to storage with the
pure procedure portions ordered 1last so that the
procedure portions do not have to be transferred from

core to swap storage when a copy already exists on the
device.

Note that the queues CU, IOW, TOBO, and TIO do not
appear in either list. Thus, the users in these states
are not selected either for execution or for swapping,
nor is unnecessary overhead expended in their search.

Two examples of typical interactive use are
illustrative of the scheduling operation. The first
example traces scheduling operations for a simple,
short interactive user request. At the time the
request is typed, the user is in the typing input (TI)
gqueue. His program, which has probably been swapped,
remains on swap storage until the COC routines receive
an activation chracter. Receipt of this character is
reported to the scheduler and causes a change in state
of the user to input received (IR).

53



UTS TECHNICAL MANUAL SECTION BD
1/12/73
PAGE 54

The scheduler finds a high-priority user not in core
and initiates a swap removing a low-priority user (if
necessary) and bringing in the one just activated. On
completion of the swap, the scheduler is again called
and now finds a high priority user ready to run. Given
that the current user has completed his minimum quanta,
the user's state is changed to CU, the program is
entered, and the input command is examined by the
reading program. The cycle in this example is
completed by preparation of a response line and a
request to the monitor for more input, which changes
the wuser's state to TI again, making him a prime
candidate for removal to swap storage.

The second example illustrates an output-bound terminal
program. This program moves through the state cycle
TOB-TOC-CU as output is generated by the program, The
COC routines signal when the output limit has been
reached, thus causing the program to be delayed while
output is transferred to the terminal. In a typical
operation, four to six seconds of typing is readied in
buffers each time the user program is brought into core
and executed. During the typing time, the program is
not required in core and the CPU resources can be given
to other programs.

I/0 Scheduling

I/0 scheduling is designed to give job step I/0 a very
high priority to provide good terminal response, Other
I/0 is permitted to run as fast as possible until the
user has accumulated a full maximum quantum of CPU
time, at which point the user is placed at the bottom
of the compute queue. The scheduling scheme is
illustrated in Figure BD-1.
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An I/0O-bound user cycles through the gueues CU, IOW,
IOC, and CU until he exhausts his time quantum at which
time he cycles through the compute (COM) gueues. This
.ensures that a single I/0 bound user does not dominate
the system. I/0 that occurs at job step time (that
done by CCI, TEL, and the program fetch logic) proceeds
through the higher priority C queue. If the number of
concurrent I/0 operations for a user exceeds a
specified limit, the user is blocked in state IOMF
until some of them complete,

Reentrancy

The scheduler permits job-to-job switching only at
certain carefully controlled points within the monitor.
At these points control is explicitly given to the
scheduler for job switching. The scheduler also
receives control on asynchronous events from traps and
interrupts (this code is completely stack-reentrant in
the unmapped stack), but it enforces a logical disable
of monitor operations by returning to the point of
interrupt if the trap or interrupt occurred with the
monitor in control. This scheduler-enforced logical
disable allows critical monitor operations, such as a
file index update to run to completion before
permitting another user job to proceed and possibly
interfere with the incomplete activity.
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Batch Jobs

Two ways of scheduling batch jobs which result in quite
different fractions of machine time devoted to batch
processing are reasonable in this priority structure.
Both are provided in UTS, and the mode of opration may
be selected by the installation manager.

The first scheduling technique keeps the batch job
stream in a separate gqueue (BAT) that has a lower
priority than the interactive compute gqueue indicated
in Table BD-3. Thus, batch jobs get service only when
no interactive user has a request. Estimates from
current systems indicate that 10 to 20 percent of
compute time is available to batch processing on a
system supporting between 20 and 30 concurrent users in
prime shift. During nonprime time, 80 percent or more
of CPU time is available to batch jobs.

The second method of scheduling cycles batch jobs
through the interactive compute queue, where each job
receives an equal fraction of the available time. It
is wusual in on-line systems for 5 to 20 percent of the
on-line users to be computing at any one time. Thus,
as much as one-half of prime time, plus 80 percent of
nonprime time, could be devoted to batch background
operation. 1In this scheme, batch jobs can be biased to
get a different quantum than on-line wuser, thus
permitting the installation manager to control the
actual percentage of computer time devoted to batch
processing.

Memory Management
These routines control the allocation of physical core
memory, maintain the map and access images for each

user, service the get and free page CALs, and manage
the swapping space.
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Core management includes the parallel management of
swap space. When a core page is requested, a swap page
must also be acquired. Similarly, a release of core
requires release of swap space. In order to provide
for fast swaps, space acquired must be contiguous, or
nearly so, to that already allocated. Further, the
program pure procedure is always placed last on swap
device so that it need not be written out if it is
unchanged. These two requirements make necessary a
shuffling of space on the swap device and corresponding
adjustment of memory maps and swap command list when a
new data page is acquired.

Frequently no new core pages are available when
requested. In this event, memory management must
allocate the swap space and not the core space by the
'get wvirtual, no physical' process and cause an entry
to the swapper to provide the needed extra page(s)
through its normal swap scheduling algorithms.

Physical Core Allocation

Allocation of core memory pages to a user at his
request depends on the actual size of the machine as
determined during initialization, the current size of
the user including all needed shared processors and the
management set limits on user size. Details of the
calculations are given below.
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The follo&ing table describes how physical memory is
reserved for system functions in UTS:

AMOUNT (in pages) USED FOR HOW ESTABLISHED
(JITLOC+511) /512 Resident Monitor SYSGEN
9 XDELTA Answering "Y" to DELTA
during initialization
request.
6 Longest Overlay Initialization
(OPEN)
3 KEYIN Procedure Initialization
1 KEYIN JIT Initialization
1 Monitor JIT Initialization
1

Each Symbiont Device Initialization

The above table shows that an 80K system with three symbiont
devices and a 27K monitor will have 41.,5K in which to run
user programs if XDELTA is requested, and 46K if it is not.

In addition, pages must be reserved for the context area and
other things, as follows:

PAGES PURPOSE HOW ACQUIRED
1 JIT Logon
1 AJIT Allocated when N pages

are acquired and is
never released once
allocated. N is 32 for
27 and 13 on X9 greater

than 128K.
n DCBs Job step time, from
user program,
m ' IPOOL/FPOOL Job step time. A
Buffers minimum of two IPOOL

and two IPOOL are re-
guired; i.e., three
pages.

2 CPOOL Buffers Automatic for batch
jobs, -reserved if an
on-line user has sym=—
biont access in his
account.

8 TEL Reserved if user is
on-line,

Note: n may be obtained from the LOADER map and is never
program-dependent.
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m may be altered using !POOL card; otherwise, system
defaults are assumed., these defaults are defined at
SYSGEN time and may be altered using CONTROL.

Therefore, the maximum user program size run on-line on
the previously mentioned system, with two pages of DCBs
and the minimum allocation of file buffers (three
pages) would be 33K with XDELTA and 37.5K without. The
maximum size of the same program in batch would be 37K
with XDELTA and 41,.,5K without,

An increase in physical memory will increase the
maximum size of a user program up to a point (less than
128K) where the limiting factor is the virtual memory
layout. The first 32K of virtual memory is dedicated
to the Monitor, The context area which includes
monitor overlays, buffers, DCBs, JIT, and AJIT follows
in the next 16K of virtual memory. The next 64K is set
aside for user programs, and the last 16K of virtual
memory is allocated to special shared processors and
shared libraries. 64K is available for user program
pure procedure and data, and 12K is available for user
context (DCBs, buffers), not including JIT and AJIT -
maximum program size is 76K.

On Sigma 6 and Sigma 9 configurations with 128K or
less, an AJIT is required when the user size exceeds 32
pages. On Sigma 9 configuration over 128K, this
threshold is 13 pages due to the larger memory map.

Job Step Control

The collection of monitor resident routines called STEP
is entered between major segments of a 3job or an
on-line user's session. Entries are made whenever
ERROR, EXIT, or ABORT CALs are executed or when a new
shared processor or new program must be fetched. When
command processors (CCI, TEL, or LOGON/OFF) exit, they
do so with coded information in registers which are
used to associate a shared processor or fetch a
prepared load module. (This exit is known as an
interpretive exit.) Prior to either type of fetch, the
user's core and swap RAD space are returned to the
available pool to be reacquired during the fetch.
Following the fetches, all DCB assignments associated
with the user are merged into the DCBs acquired in the
latest fetch. Required initialization of JIT is
completed.
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Following an exit by LINK from the load phase of
processing a RUN command, step control sets up the
loaded program, core image for execution, including the
association of required shared debuggers and public
libraries.

Exit from CCI, TEL, and LOGON/OFF includes two other
'interpretive' exits. The first, to simply continue
the current activity, and the second, to do the final
cleanup after LOGOFF exits. The latter includes a test
for completion of a batch job. If the job is
completed, entry is made to the batch scheduler for
selection of another batch job for processing.

I/0, issued by STEP in order to fetch programs and
processors at user reguest, is handled as a special
high priority in order that good response time be
achieved in these cases.
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3. Symbionts, Coéperatives, and Multibatch Scheduling (RBBAT)

a. Symbionts/Cooperatives

Records sent to and received from the low=-speed
peripherals (CR,CP,LP,PL,RBT) are buffered to RAD or
pack through the symbiont-cooperative routines. Four
stages are readily identifiable,

First, input jobs from the CR or RBT are blocked by the
input symbiont into disc unit records and written in
the peripheral storage area (PER). This process 1is
carried out asynchronously with respect to other tasks
in the system and, once started, 1is interrupt-driven
until completion, Initiation is accomplished by
operator command for CR and is automatic for RBT, The
input symbiont recognizes !JOB cards for CR and RBT and
treats them as beginning-of-file and end of previous
file (if any), recognizes !FIN cards for CR and RBT and
treats them as end-of-stream, and recognizes !RB cards
for RBT and treats them as beginning-of-file/end of
previous file as with !JOB cards. At file end, the
file starting disc address 1is passed to RBBAT, the
symbiont file ghost job, for entry into the batch
tables.

Second, when a user issues a read directed to the card
reader, the operation 1is intercepted by the input
cooperative. This routine reads and deblocks the
records for presentation to the reading program, which
is not allowed to read past the end of the symbiont
file containing his own job. 1Initially, the multibatch
scheduler selects the job to be run by placing the job
and resource information in the GET tables. The batch
user is started and the !JOB card CCI read causes this
information to be placed in the wuser's JIT.
Thereafter, records of the file are passed to the user
on subsequent reads.

Third, the output cooperative, which is an intercept
routine acting on all output directed to symbiont
devices, blocks records into buffers, and writes them
to secondary storage. Separate symbiont files are
built for each type of output (print and punch). Upon
user signal ('superclose', usually at end of job), the
file is cloosed by entering it into the RBBAT queue via
the add output file communication.
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Fourth is the interrupt-driven task (the output
symbiont), which reads symbiont files and writes the
symbiont  device. Output symbionts are started
automatically when RBBAT senses that there is work to
do, the device is 1idle and, otherwise, capable of
processing the output.

Symbionts use, for buffer memory, pages obtained from
the general pool of physical memory. This restricts
maximum user size in that a user must not be allowed to
exceed the available physical memory left while
symbionts are active. The cooperatives use similar
buffer and control memory pages from the user's virtual
space. The buffer management routines get memory and
restrict size appropriate to the mapped/unmapped
(cooperative/symbiont) condition on entry.

Symbiont files are selected by the Multibatch Scheduler
(MBS) portion, RBBAT, for input and output by resource,
priority, system id, and control information maintained
by RBBAT, Priority by symbiont files which originates
from the job card (or on-line user default) may be
changed by the operator, who may also delete files.
Control information (e.g., remote batch hold) is
specified by the user. Figure GA-1 shows the symbiont
and cooperative big picture.

Multibatch Scheduler

Ineuts

o . Job description (resource requirements) from JOB
and LIMIT cards., This information is carried in
input symbiont tables which reside in the RBBAT.

o Partition definitions (permissible ranges of
resource values) created by SYSGEN in resident
tables and modifiable dynamically during system
operation using CONTROL.

o Maximums, also carried in resident tables and
changeable via CONTROL, which limit the total use
of each resource by all batch (or on-line) jobs
taken together,
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New Job selection initiated whenever:

1. a job completes exeuction.

2. a new job is entered.

3. partition definitions are changed.

4, operator command !S is issued.

5. Resources are released (by an on-line job
or by a CAL which releases resources).

6. Clock routine which checks a flag set by

certain cases of resource releasing.

Scheduling Algorithm

1. Identify all available partitions (not executing,
not locked).

2, Find the highest priority job which fits one of
the available partitions.

3. Verify that execution would not exceed
established maximums.

4, Failing 3, increment job priority and go to Step
\ 2.
5. Verify that order and account parameters do not

preclude running the job.

6. Run the job selected if all tests have been
passed.
7. Go back to Step 1, unless:
a. The job was 'F' priority and not selected.
b. No partitions are available.
C. All jobs in the input queue have been processed.
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4. System Services

a. System Initialization

UTS initialization routines accomplish three major
functions: booting from a system PO tape, booting from
system resident secondary storage, and
recovery-restart. The functions are accomplished by
common routines which distinguish recovery from booting
by zero contents of cell 2A which is always filled in
during a device boot by the hardware.

The initialization routines fall into three physical
groups: first, the routine INITIAL which initializes
trap and interrupt cells and 1loads locks and access
images both for booting and recovery; second, the
routine BOOTSUBR which provides for monitor patching
and system storage initialization; and third, the
initialization job, GHOST1, which copies the system
tape to the system account, provides for GENMOD patches
to processors, and completes system storage
initialization. The 1last two processes which have
similar functions are divided in order to remove as
much code as possible from the monitor root to job
status even though, in this case, it is a master mode
job. BOOTSUBR completes just enough initialization of
the system to enable it to run its first job, GHOST1,
which completes the initialization task. Figure BD-1
summarizes the initializarion process.
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INITIAL

This routine is entered immediately after a tape or
disc boot has read in the monitor's root or after
recovery has done the same thing. Its purpose is to
preset the hardware for system operation, It
accomplishes this in the following order: '

1. the unmapped JIT is moved from assembled location
to execution location:

2. external interrupt cells are preset to zero;

3. the trap and interrupt cells 40 through S5F are
initialized;

4, the memory locks are set to 01 everywhere except

the code portion of the monitor, which is set to
11;

5. the virtual memory map is preset in one-to-one
correspondence with physical memory;

6. access 1is preset to read-only for virtual page
zero and to no-access for the rest;

7. I/0 interrupts are enabled for tape boot; CLOCKU
counter for disc boot; and

8. GETHGP is called to read in XDELTA if
initialization is from disc.
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FIGURE BD-1 - Initialization Overview

INITIAL

Move master JIT to Execution Location.
Zero external interrupts

Set up 40 through 5F.

Load Locks, Access.

Enable I/0 interrupts.

Enable CLOCK4 counter interrupts.

BOOTSUBR
MONINIT

Check and set assigns for C, LL, DC, COC.
Print and type patch numbers.

Type sense switch setting assignments.

Set up location 2B with proper monitor type.
Read in XDELTA.

Read card reader via XDELTA, patch root.

SWAPINIT

Copy ALLOCAT, GHOST1, Monitor Overlays
XDELTA, RECOVER to swapper.

Set up monitor tables with disc addresses.

WRTROOT

Write monitor root to swapper.
Write bootstrap on swapper.
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GETHGP (Get XDELTA)

Set up memory size info.
Turn off symbionts.
Enable all interrupts.

GHOST 1

Ask about DELTA and keep or no; release core
of INITIAL and BOOTSUBR. )

PASS0 to read and patch (GENMOD) processors.

RECOVER2 for shutdown of open files.

SYSMAK: copy shared processors to swap RAD

Request date and time from operator.

Write start record in ERRLOG.

Initialize COC.

Turn on symbionts

Log on Analyze to process crash dump

Start scheduling batch jobs by start of RBBAT
ghost job; interpretive exit to FILIL.
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BOOTSUBR

Three subroutines of BOOTSUBR are then called if the
initialization is from a PO tape: MONINIT, SWAPINIT,
WRTROOT.

MONINIT, the first subroutine of BOOTSUBR, carries on
the initial dialogue with the operator:

1. it requests from the operator new device

- addresses for card reader, line printer, system

resident swapper, and COC, providing dynamic
reconfiguration for these devices;

2. it prints the patch segment numbers and sense
swith setting both on line printer and on the
operator's console;

3. it sets 1location 2B with monitor version and
type; version comes from the monitor information
record generated on the PO tape by DEF;

4, it reads in EXEC DELTA. and initializes the
monitor cells which locate it;

5. it then passes control to EXEC DELTA to read the
card reader for monitor patches, interpret thenm,
and place them. If the ** card is read, a flag
is set to control the
'boot-under-the-file-structure' operation, in
which the PO tape is not read.

SWAPINIT, the second subroutine of BOOTSUBR,
initializes the system portion of the swapping RAD.
Enough monitor elements must be placed to be able to
run the first job - the GHOST1 initializer. During
copying to the swapper of monitor overlays, ALLOCAT,
the elements of GHOST1, XDELTA, and the RECOVER
overlays, the card reader is read by DELTA for patches
to them; monitor tables which record overlay swapper
locations are set up. This setup defines the portion
of system RAD which must be intact to accomplish
recovery. Recovery uses the system swapper from this
point on (that which will be occupied by the shared
processors) to save the crash core dump.
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WRTROOT, the third subroutine of BOOTSUBR, writes the
monitor root which is now fully initialized and patched
to the system swapper. The routine also writes the
disc bootstrap routine onto system swap storage.

INITIAL's Entry to GHOST1

Final activity carried out before entry to GHOST1
includes:

1. scanning memory for existing physical pages which
are linked into an available memory page pool;

2, enabling of all interrupts (COC 1lines are not
scanned by the clock interrupt routines until
later when the input external interrupt locations
are set up); :

3. temporary disabling of the symbionts so that
GHOST1 will use printer and card reader directly.

INITIAL exits through the 3job initialization logic
calling for startup of GHOST1.

GHOST1, The System Initializing Program"

This master mode job contains all initialization and
recovery functions which can be run as a job (as
distinct from those functions which must be imbedded in
the monitor root). The program takes differential
action on recovery (cell 2A = 0) and on disc and tape
boots. Major elements included in GHOST1 are as
follows:

1. RECOVER2, which 1is entered only in a recovery
situation to replace dynamic system information
like the date, to provide accounting summaries
for all interrupted jobs, to copy files that were
open in update mode and could not be closed
normally, and to copy the core dump from the
swapper to a permanent file,

2. PASS0, which copies POktapes to files, including
the application of GENMOD patches,

3. SYSMAK, which reads the shared processors from
files and prepares absolute copies on the
swapper.
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As shown in the schematic flowchart of Figure BD-2,
GHOST1 first asks if EXEC DELTA is required. If not,
or if there is no answer within six seconds, the
physical memory used by EXEC DELTA (from about 60-64K
physical) is released to the physical page pool and the
'Lees-watering-~hole' entry to EXEC DELTA at location 4E
is disabled.

A check of location 2A determines whether recovery (2a
= 0) or boot is intended. RECOVER2, PASSO, and SYSMAK
are entered, as shown.

Following a date-time request, if booting, common logic
is entered which:

1. writes a startup (or recovery) record into the
hardware error file,

2. initializes terminal I/0 by starting COC I/O and
turning on all line receivers,

3. turns on the symbiont system,

4, logs on a ghost job for Analyze (if recovering)

to process the crash dump,

5. enters the batch job scheduler to start jobs
still in the input symbiont gqueue after a
recover, and, finally,

6. exits through the monitor's interpretive exit
logic to activate FILL for possible reading of
backup tapes.

The flowchart Figure BD-3 shows PASSO's main execution
line, ’

SYSMAK copies the shared processors listed in the
monitor table P:NAME from files to locations on the
swapper with addresses, sizes, and start addresses
placed in the monitor shared processor tables.
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Figure BD-3 - PASSO Overview
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Read all files from PO tape and write
them on file RAD using standard monitor
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LASTLM is encountered.
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Operator Communications

The machine operator communicates his instructions and
requests to the system through key-ins at the
operator's console. This 7012 console is a TTY-like
EBCDIC transmitting device connected to an MIOP. It is
usually designated TYAO1. Since the device may be used
in only one direction at a time, the operator must
signal his desire to type by pressing the PCP interrupt
button. He is prompted for input with a !, carriage
return terminates the control message, and EOM deletes
it for a retry.

When the PCP interrupt button is pressed, I0Q
recognizes the request and starts the console read

. operation into a dedicated buffer. On completion of

the message, the ghost job for KEYIN is initiated. The
pre-established JIT for this job is read, and the
initial environment is pulled and executed as is normal
for job beginning. For the KEYIN job, the program is
contained entirely in the registers, The
two-instruction program calls for association and entry
into the KEYIN overlay and for job deletion after
return,

The KEYIN overlay reads the input message from its
fixed buffer, interprets it and acts on the commands,
The overlay structure is used in order to provide
convenient direct entry to monitor routines and to the
monitor tables which KEYIN is directed to change or
display.
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Accounting and Performance Monitoring

CPU execution accounting is carried out by the
incrementing of the CLOCK4 timer. This clock ticks
each 2ms into a cell in the JIT. Addressing is
subjective, that 1is, the JIT of the current user is
selected by the setting of the memory map. When the
map mode is not on, the time increments are accumulated
into the monitor's JIT 1located at the same physical
address that is occupied virtually by user JITs.

Thus, when the CPU 1is executing for a given user,
whether in his program or in the monitor -cting at his
request, time ticks are directed to his JIT via the
map. When the monitor is operating unmapped in
servicing I/O or terminal character interrupts,
processing traps, providing symbiont I/0 or scheduling
jobs - all general services which are not simnlyv
allocatable to a single job - the time ticks are
accumulated to overhead cells in the master unmapped
JIT.

Two other breakdowns are performed on the CPU time
accumulated for each user. The two breakdowns result
in four separate CPU time accumulations. Time is
separated at the CAL boundary accumulating time used by
the user program and monitor time used to carry out his
CAL requests. Monitor service and program time are
carried separately also for UTS shared processor
execution and other program execution. This is
slightly different than BPM/BTM which counts processor
execution for all programs coming from the :SYS
account., COBOL is the important processor which is not
shared and is therefore accounted for as a user
program,

Performance monitoring is carried out as an integral
part of the UTS system, Subroutines and
count-incrementing instructions are embedded in the
monitor at appropriate places. The counts which they
accumulate and the program to display these counts are
described in detail in the UTS System Management
Reference Manual.
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Approximatelv one page of memory is devoted to
accumulation of data on system operation. In order to
keen the memory required small some reduction of the
data is done at the time of gathering. Along with sums
and counts for averaging, certain data is accounted for
by adding into an appropriate cell of a distribution
histogram.

Automatic Recovery

The system recovery function is provided to restore UTS
to operational status very guickly following an
unrecoverable failure, which may be either hardware or
software caused. Some examples are memory parity error
by the hardware or an illegal memory reference trap
because of software error. Each reported error is
checked to determine whether the entire system is in
danger (unmapped mode errors) or if only one user is
affected (mapped mode errors). In the 1latter case,
that wuser is logged off, or failing that, deleted, and
system operation continues. In the former case,
recovery is entered. Recovery consists of cleaning up
all open-ended information (both user and
system-oriented information) and restarting the system
at initialization., If this occurs all terminal users
must log on again and the current executing batch
job(s) must be resubmitted. Any job partially read
through the card reader must be reinserted. Jobs
already submitted but not yet in execution are saved
and need not be resubmitted. The recovery routine is
entered whenever hardware and software errors are
detected. Manual entry is also provided for use by the
operator when the system cannot automatically recover,
such as if low core erased or the system loops.

When the recovery routine is entered, none of the
normal operating system is assumed to be operating.
Most routines of the normal system required for
recovery are duplicated in the recovery routine, but
for automatic recovery a small resident recovery driver
is required intact. This driver brings in the bulk of
the recovery routine, overlaying the pure procedure
portion of UTS. Certain monitor tables are also
required intact. This is verified where possible, If
the recovery process cannot be completed, the operator
is instructed to reload the system from the PO and file
backup tapes.
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The recovery routine performs the following functions:

1. Displays cause of failure,

2. Takes a full core dump for later analysis.

3. Closes all oven files using default o tions.

4, Packages or releases all partial svmbiont files.
5. Packages error log.,

6. Informs users o€ interruption.

7. Saves time, date, error log pointers, accounting

information, s mbiont file directory, and RAD
granule stack contents.,

8. Restarts system and restores items saved above.

When any functions cannot be performed, these are noted-
on the operator's console. If the function is
considered minor, recovery continues., - If it is
connected with file operations, the file identification
is noted and recovery proceeds.

If recovery determines that the RAD allocation tables
(HGP) or File Control Tables (CFU) have been destroyed,
then a routine is called to rebuild the H P bv reading
through the entire file hierarchy, recording RAD and
pack addresses as it proceeds., While this technique
cannot repair or replace file elements which have come
unlinked during the failure, it does provide a much
faster restart mechanism than reloading of files from
tape (about 15 minutes, as ooposed to one to five
hours, depending on reload technique and file size).
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System Debugging

Although much svstem debugging is carried out by other
means and with other tools, UTS carries with it a
master interactive debugger called EXECUTIVE DELTA.
Language features of this debugger are virtually
identical to those of user DELTA as described in the
UTS Time-Sharing Reference Manual.

EXECUTIVE DELTA carries with it an elided symbol table
for the monitor and may be entered through location U4E.
EXEC DELTA does not use (and therefore depend on)
monitor I/0 and thus, may be used to examine, change,
set breakpoints and otherwise completely control the
operation of the system whenever such steps are
necessary for detailed debugggina or development
activities. (For most crash analysis on running
systems, the dumps taken by recovery and reported by
ANALYZE are adeguate for finding problems.)

EXECUTIVE DELTA is loaded with the monitor's REF/DEF
stack and placed on the system PO tape by SYSGEN,., One
of the first tasks of the boot routines is to bring in
EXEC DELTA and place in physical memory at approximate
location 60-64K, During the boot processes it may be
used to make symbolic patches to the system either
entered from the console or from the card reader. At
the end of the boot process the overator has the option
of retaining DELTA for possible later use or releasing
it and returning its physical space to system use.
Once released EXEC DELTA cannot be regained except
through the recovery process.
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Error Logging, Diagnostic Device Access

Recordinc of hardware errors for analysis by customer
engineers 1is carried out by a special procedure
designed to minimize the possibility of losing the
record of the errors. Each device error, watchdog
timer trap, memory parity error, device timeout, etc.,
together with system startup and recovery records and
software-detected inconsistencies which might have been
caused by hardware errors are recorded by the resident
error logging routine into a pair of 64-word core
buffers which are then transferred to RAD in a simple
linked chain. A special CAL may be used to read this
file and a routine, ERR:FIL, is provided with the
system read this special file and, using standard file
management operations, transfer it to a standard
managed file, ERRFILE. ERR:FIL is called as a ghost
program each time five error records are accumulated.
In file form, the records are accessible to customer
engineers and to two standard system programs, ERR:LIST
and ERR:SUM, for listing and summarizing the error file
contents. Descriptions of these programs and of
ERRFILE record formats are given in the UTS System
Management Guide.

Also provided for customer engineers is a privileged
method for opening I/0 directly to a device, bypassing
the symbiont operation. Thus, diagnostics may be run
on-line during system operation to diagnose, test, or
PM the peripherals, In this special mode, the AIO,
TDV, and TIO status information from the device are
returned directly to the program via the DCB. Error
and failure records are still recorded in the error log

-and privilege-controlled CALs allow direct reading and

writing of the special error file. Alternately, the
diagnostic program may cause . ERR:FIL to transfer
records to the standard file, ERRFILE, by issuing a
ghost job initiation CAL, and read the records from
that file.
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User Service

This category encompasses most of the monitor routines which
are called at the explicit request of user programs, both
batch and on-line, through CAL instructions. The major
categories are: a) file management service for reading and
writing of files on tape, RAD, and disk pack; b)
load-and-link services; and c) batch debugging services.
Also in this category but not explicitly described in this
overview, are routines for the UTS-specific CALs, trap
control and timer CALs, the wuser program overlay segment
loading CAL, error log read and writing CALs, and the job
entry CAL.,

a. File Management

This category includes routines which manage the
contents of and access to physical files of
information. Included are the functions of indexing,
blocking and deblocking, management of the pools of
granules on RADs and disk packs, labeling, label
checking and positioning for mag tape, formatting for
printer and card equipment, and controlling access to
and simultaneous use of a hierarchy of files.

Four subgroups are identifiable:

1. Basic routines for reading and writing files and
physical devices.

2. Routines for opening and closing files.

3. Routines to service the CALs requesting position
changes in files or on tape (PFIL, PRECORD, REW,
WEOF, PEOF) and those requesting DCB changes for
device DCBs (all the M:DEVICE CALs).

u, Routines to service labeled tape.

The primary storage areas used by file management are
the DCBs and buffer areas in user virtual memory, and
the CFUs in resident core which control simultaneous
file usage. Also in resident memory are 'monitor
buffers' from MPOOL, which are used primarily for
preparing operator console I/0O. Occasional use of DCT
and I0OQ tables occurs.
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All physical I/0 1is accomplished via the basic I/0
routine, I0OQ. Entries to the file management routines
are via the CAL receivers, CALPROC and ALTCP,

Load-and-Link Command

This set of monitor routines 1is contained in the
overlay, LDLNK, and processes the M:LINK and M:LDTRC
CALs. They allow processors to pass control back and
forth from one to another in either a subroutine or
transfer-of-control fashion. COBOL object programs and
the MANAGE processor use SORT as a subroutine via
M:LINK; PASS3 of SYSGEN uses the Loader in a similar
waye. Communication between caller and callee is via
information stored in COMMON memory and 1in registers,

When an M:LINK is issued, the entire program and
context, including open DCBs but not the COMMON memory
area, is saved in the star file idN where N is a binary
number incremented for each M:LINK. All memory except
COMMON is released and control passes to a point in
STEP to associate the indicated shared processor or
fetch the named program. The parameter N is passed to
the called program to identify the saved program for
possible return,

Two possible actions are available for M:LDTRC. The
first is like M:LINK except that the current program is
not saved. The second occurs when the request names a
program file, idN, preserved by a previous M:LINK.
Current memory pages are released and the file idN is
read in. The file idN is released and the program
entered at its return point just following the M:LINK.

Cleanup is necessary for the saved program images after
program exit or abort and processing of any PMDs. This
need is indicated by a nonzero value of the 1link
counter, N, in the rightmost byte of the JIT cell,
J:RNST. Each idN file is read and all DCBs therein are
closed, the file is released, and finally, N is zeroed.
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Batch Debugging

Batch debugging services include program  MODIFY
commands, execution output and test via SNAP, IF, AND,
COUNT, -etc., CALs and control cards, and postmortem
dumps through PMD commands. «

These commands are read, processed, and executed by the
coordinated action of the processors CCI and RUNNER,
the root element STEP, and the monitor overlay DEBUG.
The processors read and prepare tabular forms of the
commands while the monitor elements carry out the
indicated actions.

The process begins when CCI reads the MODIFY, SNAP,
PDM, etc., cards which follow the RUN command in the

'JCL stream., A RUN table is built from the information

on the RUN card and left in high virtual memory for use
by RUNNER and STEP. For each card read after the RUN
card, a record is written into the star file, idD. A
flag is left in JIT to indicate the presence of PMDs
and a count of the number of other debug cards is left
in the run table and CCI exits indicating the required
load module fetch to STEP.

The fetch portion of STEP calls the special shared
processor, RUNNER, as an aside in order to process the
idD file. RUNNER reads the file and creates two tables
in core, the first of which contains location and
contents values corresponding to MODIFYs and SNAPs,
The second table contains FPTs for the debug CALs. PMD
and PMDI records are left in the idD file.

The head and tree of the load module requested (as
recorded in the RUN table) by the original fetch are
read by RUNNER, the size of the pure procedure area is
determined, the two tables are moved into position just
above it, and the head and tree records are updated to
reflect the additional pages (if any) and the LM start
address. The page containing the Run table is
released.

STEP interprets the final exit from RUNNER and, after
completing the load module, fetch places the MODIFYs
and SNAPs in the appropriate locations in the user
program as indicated in the RUNNER prepared tables.
The user's program is then placed in execution.
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When SNAPs, IFs, COUNTs, etc., are executed, the CAL
receiver associates the DEBUG overlay which provides
the dumps and other required operations.

On final exit from the user's program, if either the
flag indicating idD presence is set, or if the program
exits with an error or abort indication, then STEP
associates the DEBUG overlay. The TELUSER portion of
this overlay processes error and abort codes into
messages and appropriate dumps, while the PMD portion
processes PMDs from the idD file, provides the
indicated dumps, and releases the idD file.

Return to STEP is made for the remainder of the job
step shutdown procedure.
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MONITOR PHYSICAL STRUCTURE

This section summarizes the UTS monitor by 1listing and
functionally noting each of the system modules. The modules are
summarized in six functional categories, then each category is
detailed, module by -module, as to function and size. Finally, the
utility processors (as distinct from language processors, which
are delivered with the system) are listed by function and size.
Sizes and exact module content are approximate only; they are
accurate for a particular version of UTS. The gross size of the
system can also be estimated from the size of the compressed
source files (280 files totaling 2400 granules) and from the size
of a typical :SYS account (175 files totaling 3100 granules),
although this later value is highly dependent on individual
installation desires.

Modules are grouped by place of residence in four categories:

1. MONITOR ROOT - These routines are loaded together, enter the

machine at system boot time, and are never replaced except
during recovery.

2. VIRTUAL OVERLAY ~ These groups of routines are required to
perform specific user serivces. They are loaded with the
REF/DEF stack of the monitor root and communicate directly
with it. They run in master mode but are mapped. They act
as map reentrant shared processors - only one copy is
required for all  users. More than one overlay may be
physically resident in the CPU if appropriate in 1light of
cumulative user size and processor association.

3. PHYSICAL OVERLAY - Three kinds are used: a) monitor
initialization code booted with the root but where space is
reclaimed after startup; b) space is physically reserved
permanently for execution of DELTA if that debugger is
selected at boot time; and ¢) the recovery routines are
loaded over code of the root monitor.

4, PROCESSOR - The utility routines of UTS are mostly user-style
programs running in slave mode and mapped. Some of the
programs are shared processors and others are ordinary
unshared ones. Two exceptions are the initialization
program, GHOST1, which runs in master mode in order to patch
the monitor and to establish shared processors on the swapper
with direct execution of I/0 commands, and the granule
allocation program, ALLOCAT.
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Root size is summarized in Table BE-1.
Table sizes are detailed in Table BE-2,
Typical size of modules in loading order is given in Table BE-3,

Differences between a large and a minimum monitor are given in
Table BE-4,

The major SYSGEN parameters which control root size are given in
Table BE-S5.
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Table BE-1 - UTS Root Size
Code
BASICS 6900
System Management 6100
Symbionts and COOP 1700
System Services 4oo
User Services 5300
20,400
Tables
Fixed Size 1400
Variable Size 8000 Large 128 user system
(small system = 2800)
in variable tables;
- a difference of 5200)
TOTAL 29,800
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Table BE«2 - UTS=C01 Resident Tables
INITIAL DECIMAL SYSGEN
NAME DEF - SIZE COMMAND DESCRIPTION

Fixed Size Tables and Assembly Parameterized Tables

SSDAT 598 - Ghost job tables, swapper skeleton command list and

disc address, swapper page pools, swap scheduler

tables
PPP PPP 4 Physical page, pool data
PMDAT PMDAT 218 Performance monitor counters and distribution .
HGPSTK BUFSPD 424 Granule allocation stacks, pointers, comm. buffers, etc.
CFUD CFUD 6 Parameters definitions for Packs and RADs

: (sectors/track, etc.)
M:OLIMIT SL:0OTIME 14 :OLIMIT Default limits (print, punch, time, core, etc.) |
, for on-line .

M:ELIMIT SL:ETIME 14 ¢ELIMIT Limits (print, punch, time, core, etc.) :

for exit control
M:BLIMIT SL:BTIME 14 :BLIMIT Default limits (print, punch, time, core, etc.)'

for batch
COMBAT GI:SDA 74 Contains GETI tables and RBBAT symbiont and MBS

communication buffers.

1350
SYSGEN-Generated Variable Size Tables

M:COC COD:LPC 1100 :COC Terminal I/O control tables and buffers
M:SPROCS P:NAME 550 ¢SPROCS Shared processor control tables
M:IMC S:CUAIS 650 s IMC System control parameters, user tables for scheduling, etc.
M:CPU MPOOL 4370 :UTM MPOOL, CPOOL, IOQ Tables, CFUs, PPUT, Sigma 9 PSDs
JOTABLE IOTABLE 1150 :CHAN, :DEV DCT, CIT, OPLABEL, TPMEN, AVR Tables, Remote Batch

Control Tables, Swapper configuration definitions, HGP
skeletons, private HGPs

M: SDEV SSTAT 34 : SDEV Symbiont control tables

M:PART PL:LK 138 s PART Multibatch partition control tables
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Table BE-3 - Typical Contents of UTS-D00
In Loading Order
Decimal Decimal Decimal
Name Size Name Size Name Size

Begin 100 CRDOUT 90 OUTSYM 361 o
SSDAT 5938 PLOT 14 INSYM 212 =
PPP il SKD 728 SUSPTERM 24 @)
PMDAT 218 ®  7TAP 102 SYMSUBR 50 =
SLIMS 0 = DPACK 140 IORT 757 2
CoCD 18 £  coc 1982 RDF 2345 =
cocI 76 o TSIO 432 WRTF 1158 o
Tables 623 2 ANSTP 256 WRTD 622
M:COC 1100 ;: S9TRAP 170 PFSR 73
M:SPROCS 550 2741 Tables 384 INITIAL 246
M: IMC 650 & ERHNDLR 394 JIT 512
M:OLIMIT 14 3 FBCD 21 BOOTSUBR 964
M:BLIMIT 14 2 Sss 2388 . >~
M:ELIMIT 14 c©  STEP 1906 <
REQDC 64 B M 1018 o
CFUD 6 & CALPROC 203 5
RECORD .2 v ALTCP 542 5
CHK 28 & pM 264 N
M:CPU 4370 3 T:0V 214 o
M:BIGY 0 2  I0Q 1346 T
IOTABLE 1150 ENTRY 202 —
M:SDEV 34 BUFF 58
COMBAT 78 GRAN 260
M:PART 138 GRANSUB 263
HGPSTK 424 ADD 86
INITRCUR 100 SUB 19
GPHGP 18 AVR 160
CLOCKU 155 o cooP 312
ACCT 52 3 SUPCLS 296
Handlers 419 © SACT 163

3

(8]

[0

°

a.

1';_»

=
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Table BE-4 - Differences Between a Large and
Minimum Resident Monitor

Large Resident 29,800 Words
Minimum Resident 23,500
6,300
COC Without 2741, etc.* 800
Handlers: DISK, ANSTP 400
COC Tables & Buffers 1,100
128 Lines :
Symbiont Tables, CFUs 4,000

Monitor Buffers, Patch

6,300

*SYSGEN options will remove 384 words of 2741 translation tables
from the monitor load. To recover code for 2741 handling, the cCOC
module must be reassembled. A total of 760 locations may be saved
in COC by eliminating 2741 code, page heading, logic, buffer
checking, and performance monitor entries.
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MODULE

M:COC

M:SPROCs

M:IMC

M:CPU

IOTABLE

Increases due to SYSGEN Parameters

FACTOR

4 words per buffer
5=-3/4 words per line

9-1/2 words per shared
processor entry.

10 if Disc Swapping or BIGY
10-1/2 if Disc Swapping and
BIGY.

7 words per user
2-1/4 words per ghost job

34 words per MPOOL

8 words per IOQ

19 words per CFU

6-1/4 words per tape if ANS

system

1 word per input symbiont

file

1 word per output symbiont

file

1=-1/4%* ((AVGSER*16)+3+17
words

1/4 word per physical page

(1/2 word if BIG9)

18 words for Sigma 9 PSDs

Patch Space

2=-1/4 words per RBT device

13-3/4 words per DCT

2 words per CIT

3-1/2 words per tape and
private pack (AVR)

8 words per public HGP

20 words per private pack HGP

1 word per DCT+AVR IOCTQ
6-74-word CLIST per device

2-1/2 words per RBT device

89

SYSGEN KEYWORD

BUFFERS

LINES

:SPROCs entries

MAXG+MAXB+MAXOL

MAXG

MPOOL

QUEUE

CFU

:DEVICE

INFILE

OUTFILE

AVGSER

CORE, (BIGY9)

SIGY9,BIGY

MPATCH

:DEVICE

One per :DEVICE

One per :CHAN

One per PRIV + tape

One per pack or RAD

One per PRIV

One per device:
Punch - 74
SKD - 74
DP . - 12
Other - 6-8

:DEVICE
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M:SDEV 6=-3/4 words per symbiont
device :SDEVICE names
M:PART 7-3/4 words per partition Maximum n in PART,n
S9TRAPS 169 words for Sigma 9 traps SIGY9,BIGY
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Basics
Control & I/0
Device Handlers
Terminal I/0 &
Buffering

System Management
Scheduling §
Swapping
Memory Management
(Core €& Files)
Job Step Control
Monitor Overlay
control + CHK

UTS TECHNICAL MANUAL

Multibatch Scheduling
Symb. File Handling

and Remote Batch

System Services
T Initialization
Operator Commu-
nications
Accounting §
Performance
Monitoring
Recovery
System Debugging

User Services
File Management
Load & Link

commands
Batch Debugging
commands’

Other User Services

Tables

TOTALS
Minimum Size

Virtual
Monitor
Root Overlaz
3300
1100
2500
6900
2388
1589
1906
242
1700
8825
113
1800
300
400
5300 11900
800
1700
3600
00
9400
29800 19800
24,600 ,

91

Physical
Monitor
Overlay

1200

7000
4400

12600

SECTION BE

1/12/73
PAGE 14|
Ghost Job
or
Processor
680
3800
10700
1900
17100



(function) ROM DOO No.
LM Name Compressed ~Size Lines Description
“{Basic Control) Trap ¢ Interrupt Handlers;
I/0 Queuein
ALTCP 502 886 Secondary C§I1 Processor;
trap processing
CALPROC 203 358 CAL receiver and distributor
(direct for CAL1,1 CAL1,2)
CLOCK4 155 323 Clock 3 handler (time of day,
- timed~events) ,
TABLES 623 671 Constants, dates, error log
routine & buffer, WD trap
memory parity interrupt, file
account directory index
I0Q 1346 2028 Central I/O queueing and dispatching
ENTRY 202 258 Central XPSD receivers; routines for
traps and interrupts
PFSR .73 121 Power fail-safe recovery
S9TRAPS 170 Trap & interrupt handlers for the
Sigma 9
(I/0 Device Device-specific I/O start & recovery
Handlers) 1100 routines
HANDLERS 4719 687 RAD, printer, card reader, d-track
tape, operator console '
PTAP (143) 172 Paper tape handler (not teletype
' terminal top)
PLOT (14) Plotter handler
7TAP (41) Seven-track tape handler
MTAP (71) Nine-track tape handler
MAGTAP (162) Common mag tape routines
CRDOUT 90 128 Card punch handler
DPAK 140 296 Disk pack (7242) handler
FBCD 4y 54 Hollerith to EBCDIC (026 to 029)H
conversion
TSIO 432 683 Swapper I/O routines
DPSIO (688) - Swapper I/O routines for

disk pack swapping

J9Vd
€L/21 /1
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(function) ROM DOO No.

LM Name Compressed Size Lines Description
“{Terminal 1/0
Handler) 2500 2791
COC (1360) 1982 2378 Teletype terminal (/611) handler and
buffering routines including 2741 code
COCI 76 143 Initialization for 7611
COCD 48 622 Data areas for terminal I/0, not
generated by SYSGEN
384 2741 Translation tables
(System Management) Scheduling, swapping, memory management
5950 - 7945 step control ‘ o
MH T018 T899 Memory management - core & swap
RAD pages
BUF 58 146 Core buffer management
GRAN 260 usy File & symbiont granule management
GRANSUB 253 328 Granule management subroutines
SSs 2388 3602 Scheduler for swap & execution;
swapping
STEP 1906 2482 Job step control - exits, program
fetch, assign merge
T:0V 214 430 Monitor overlay association
CHK 28 248 System consistency checking
(Symbionts & RAD buffered and queued I/0 for
Cooperatives) 1675 printers and card equipment
g ADD 86 T61 Move input information to JIT.
coop 312 554 Input cooperative & common routines
for cooperatives
INSYM 212 400 Input symbiont for card reader
OUTSYM 361 571 Output symbiont for punch & printer;
deletes symbiont files
REQDC 64 142 Disc and core allocation for symbionts
and cooperatives
SACT 163 L8s Start & restart requests for buffers
or I/0 o -
SUSPTERM 24 35 Type suspended & terminated messages g\bﬂ
SUPCLS 296 437 Close output coop files; output coop mR
routines e
SYMSUBR 50 109 Miscellaneous symbiont routines z
m
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(function) . ROM DOO No.

LM Name Compressed Size " Lines Description
~Boot from tape or RAD; space re-
(Initialization) : 1325 ’ ' claimed from root after root
BOOTSUBR 964 956 Initializer & patch monitor portion
of swap RAD - all space reclaimed
INITIAL 246 285 Turns on system &§ initiates GHOST1
INITRCVR . 100 121 Initialization or recovery entry
GPHGP 18 57 Read XDELTA
KEYIN (operator Operator Command Processor,
communications) , 1850 Virtual overlay
DELPRI 52 170 Delete symbiont files & change
priorities
DISPLAY 507 465 Display key-ins
IOREC 30 86 Device I/O recovery key-ins
KEYN 1190 1716 All other key=-ins
KEYSUB 68 139 Symbiont command analyzer
(Other System
Services) _ ~ 300 System instrumentation, Root resident
ACCT 52 88 CPU accounting
PM 264 568 Performance monitoring
RECORD 2 187 System event trace recorder § buffer
: Recover from crashes, physical monitor
RECOVER - ‘ 7050 _ _overlay
CYCUSR 2560 1320 UTS-specific - process users
RCVCTL 2750 590 Recovery control
SYMFILS 660 523 Symbiont file recovery
TSTHGP 1071 980 File system recovery
Executive (monitor) debugger -
XDELTA 4400 - dedicated physical, if used.
DELSYMS
SYMTAB ' 730 357 Symbol table for Exec DELTA
XDLT
XDELTA 3661 4808 Debugger

I9OVvd
€L/¢1/1
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(function) ROM D00 No.
LM Name Compressed Size Lines Description
~{File Management) 5350 File & tape routines, root resident
AVR 166 300 Tape volume recognizer
CFUD 6 53 RAD address & sector size definitions
IORT 760 1175 Common routines for reads & writes;
interprets FPTs
ANSTP 256 " 350 Special handling of AVR for ANS tapes
RDF 2345 3430 Read RAD files; common routines for
file operations
WRTD 622 919 Write device other than file or
labeled tape
WRTF 1158 1592 Write RAD files
Labeled tape operations;
LTAPE 4775 virtual overlay
ARDL 250 359 Read labeled tape reverse
LBLT 1289 1669 Write labeled tape & general purpose
labeled tape out routines
RDL 243 430 Read labeled tape records
All open operations;
OPEN 3000 virtual overlay
OBSE 291 490 Open subroutines: scan FPT, check
names, file security checks
OPLO 213 363 Open labeled tape - output
OPN 1610 2074 Open files & device DCBs except tape
OPNL 887 1201 Open labeled tape =- input
OPNTP 12 56 Open free form mag tape
Monitor overlay for all close
CLOSE 2860 ’ operations
CLS 1998 2721 Close DCBs
DLT 867 1160 - Delete records and files
Monitor overlay which creates
MUL MUL 1330 treed indices
MUL 10046 1389 Create treed indices for keyed files., o —
OBSE 291 490 Security checks, etc. 5 E
mN
Load~and-link, load-and-transfer; X
LDLNK LNKTRC 850 1103 virtual overlay
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SYSGEN command

(function) ROM DOO No.
LM Name Compressed - Size Lines Description
DEBUG 1700 ' Batch _debug commands; virtual overliay
DEBUGTV 1 28 Entry vector for debug overlay
PMD 370 990 Postmortem dumper
TELLUSR 500 664 Batch error message generator
SNAP 250 430 Execution time routines for debug CALs
DUMP 590 622 Core dump routine for SNAP, etc.
IODTYPR 1225 S ' ' |
TYPR 808 1043 Tape mount and dismount, messages
IOD 320 508 M:DEVICE & M:SETDCB CALs
MISOV 2360 ‘
UCAL 600 T000 UTS CALs
TRAPC 150 280 Trap control CALs
RDERLOC 140 190 Read and write special error log file
T:DSMNT 200 280 Print tape dismount messages at logoff
T:JOBENT 350 580 Symbiont file insertion CAL
TFILE 100 145 Record temporary file name for release
at end of job
TIM 120 200 Time CALs
POS 400 580 Positioning operations
SEGLD 320 470 Load overlay for user program
(Data Tables) 9400
SSDAT 600 411 GJOB tables, swapper shell command
lists, miscellaneous tables
PPP 4 145 Physical page pool data
PMDAT* 218 218 Performance monitoring buffers §<m
HGPSTK 424 51 Granule allocation stack, points, G)Eifz
communication buffers, etc. "’\;5
CFUD 6 53 w >
M:OLIMIT* 14 * Default limits (print, punch, time, L w
etc,) to on-line ' m
M:ELIMIT 14 * Limits (print, punch, time, etc.)
for exit control
M: BLIMIT* 14 * Default limits (print, punch, time,
etc.,) for batch
COMBAT 74 Contains communication buffers for RBBAT
M:COC¥* 1100 * % Terminal I/0 command tables from :COC



L6

(function)
LM Name

ROM DOO No.
Coggggéggd Size Lines Description
M: SPR 550 LL Shared processor control tables
M: IMC* 650 * % Installation management system con-
trol & job scheduling (user) table
parameters (:IMC card)
M:CPU* 4370 * I/0 control tables, CFUs, core page
tables, queues, MPOOLs, CPOOL, patch
IOTABLE#* 1150 * I/0 control tables from :CHAN, :DEVICE
’ SYSGEN cards, HGP
M: SDEV* 34 * Symbiont control tables from :SDEV card
M: PART * 138 Partition tables .

kData and Tables generated by SYSGEN.
No compressed or source corresponds

.to the ROMs.

k*sjze depends on SYSGEN parameters -
this example is a U45-user system for

the Xerox Data Center which is approxi-

mately typical.

3OVvd
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(function) ROM DOO No.
LM Name Compressed Size Lines _ Description
System initialization - tape boot or
GHOST1 10675 _ recovery. A master mode user.
. BITOTM 220 178 Move modules from boot tape to
file RAD
CCIO 1180 1414 Reads PASSO control cards
CLs1 273 403 Character scan routines
GHOST 1D 465 228 Ghost 1 driver
MODIFY 523 748 Subroutines for GENMODs
PHASE A 362 482 Process GENCHN, GENOP, GENDCB
PHASE B 496 770 Process GENMODs, GENDICTs -
builds tables
PHASE C 328 990 Executes changes as dictated
by PHASE B
PODCBS 296 84 DCBs for GHOST1
RECOVER2 1360 1331 Restore systems data saved by RECOVER
SYSMAK 860 1033 Initialize swap RAD with shared
processors
ACCTSUM 1760 1850 Produce accounting for jobs shut down
during recovery
MAILBOX 180 166 Recovery messages to users
HGPRECON 3180 3090 Rebuild HGP tables for recovery
RCVRIO 413 510 I/0 routines for Rrecovery
Ghost jobs which allocate RAD and
ALLOCAT ‘ 680 pack space - .
ALYHD 8 ‘Granule counters, master account
directory pointer
M: HGP* The HGP maps for granule allocation ,
ALLYTL 66 9 List of AD granules & first name in each
GRANSUB 253 328 Granule allocation routines
ALLYCAT 352 460 Control module - comm. buffers,
stack-adjusting, counting
- 3810 ' * ‘
TRBBAT RBBATM 3085 2955 Symbiont File control
MBS 370 481 Multi-batch scheduling Ty
RBBATR 350 394 Symbiont file recovery g QE
m —
a0
“z
*Data and Tables generated by SYSGEN. ® m

No compressed or source corresponds

2o the ROMs.



UTS TECHNICAL MANUAL

SECTION BE

1/12/73
PAGE 99

UTS UTILITY PROCESSORS

APPROX.
PROCESSOR TOTAL :
LMN SIZE DESCRIPTION
ANALZ 4254 Crash Dump Analyzer
BATCH 869 Terminal Batch Job Entry
CCI 7177 Batch Control Command Interpreter
CONTROL 3546 Installation Management Displays
and Controls
DEF 3961 System Tapewriter for SYSGEN
DEFCOM 200 Extracts REF/DEFs from LM
DELTA 3810 User Debugging Language
DRSP 3700 Dynamic Replacer of Shared Processors
EASY GE Mark II Command Processor
EDCON 2642 Compressed Deck to Edit File
EDIT 4288 Editor for Symbolic Files
ERR:FIL 1817 Hardware Error Logging
ERR:LIST 3451 Hardware Error Log List
ERR:SUM 1331 Hardware Error Summaries
ERRMWR 230 Centralized Error Message Filewriter
FILL 3496 File Save, Restore, and Auto PURGE
FPURGE 3207 File Save/Restore Program
LABEL Prelabels ANS tapes
LINK 3798 On-line/On-pass Loader
LOAD 8138 Overlay Program Loader (Link=Editor)
LOCCT 809 Loader Command Tablewriter
LOGON 2570 Job/User Logon/Logoff Control
MEDDUMP 12700 Pack and RAD Surface
(Cylinder-by~-Cylinder Dump)
PASS2 11647 SYSGEN Monitor Table Compiler
PASS3 2468 SYSGEN Loader Runner
PCL 3121 File & Device Copying Utility
PFIL 1800 Position File Control Command
RATES 516 Charge Rate Table Creator
REW 1800 Rewind Control Command
RUNNER 1900 Debug Command Preprocessor
SUPER 2350 User Authorization File Maintenance
SUMMARY 21800 Performance Monitor History
File Processor
SYMCON 1144 LM REF/DEF Stack Manipulator
TEL 3767 Terminal Executive Language
UTSPM 9600 Performance Monitor
WEOF 1800 Write-End-of-File Control Command
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EXIT

LDPRGM
PRGMLDR

MEMALOC

LNKRT
LNKLDTRC
LNKIO

CHKPT
CHPTDCBM

REC CNTC
REC COOP
REC FILE
REC BTM

MONSEGLD

COOPRES
COPNRES
SYMCR
SYMPPRTY
SYMCOM
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‘STEP

LNKTRC

None (TEL -~
SAVE/GET

RECOVER

T:OV

CooP
SUPCLS.
INSYM
OUTSYM
KEYSUB
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DESCRIPTION

Load and Execute Programs
MXXX, M:ERR, M:EXIT
Load Programs

Core & Swap RAD Management

Load & Link CALs

Checkpoint

. System Recovery.

Monitor Overlay Control

Symbionts & Cooperatives
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UTS PROCESSORS

The UTS Operating System consists of a monitor and a number of
associated processors (Figure BF-1). The monitor provides overall
supervision of program processing and the associated processors
provide specific functions, such as compilation, execution, and
debugging.

Processors operate in slave mode and thus request all I/0 and
other master mode services through monitor CALs like an ordinary
program. CCI, TEL, and LOGON have store access to JIT in order
that they may update accounting and other information stored
there. These programs (command processors) also have a special
interpretation applied to their EXIT CALs to provide the mechanism
for calling other programs or processors into service. Special
EXIT interpretation also applies to LINK to provide the
load-and-go facility of the RUN command.

All processors are independent loads except those that use JIT
which are loaded with the JIT definitions. Many shared processors
are single assemblies. Exceptions are CCI, PCL, and the Public
Libraries which consist of many assemblies. Further, processors
may be shared - that is, a single copy is established at system
boot time in absolute form on the swapping RAD and then shared by
all concurrent users. An ordinary shared processor may have a
single level overlay structure; that overlay is also shared among
all concurrent users. Processors may be special - that 1is, they
reside in the highest 16K of virtual memory. This is because the
user's program already occupies or may soon occupy the remainder
of virtual memory.

Public Libraries, DELTA (the on-line debugging language
interpreter), LINK (the on-line Loader), RUNNER (the batch
debugging language preparation program), and TEL (the on-line
executive language interpreter) reside in the special shared
processor area.

Processors may require that the wuser have a certain privilege
level in order to run. Examples are CONTROL, DRSP, ERR:SUM,
ERR:LIST, RATES, and SUPER.

101



- UTS TECHNICAL MANUAL SECTION
- ©1/12/73
- PAGE

Five kinds of shared processors may be associated with a given
user at one time: 1) an ordinary shared processor, 2) the
ordinary processor's overlay, 3) a monitor overlay, 4) a public
library, and 5) a debugger (DELTA is the only current
possibility). TEL may be associated and used without forgetting
the other processor associations. DELTA and Public Libraries may
be wused by the same program but breakpoints may not be set in the
library nor can DELTA make use of the library subroutines.

Processors

Processors are illustrated in Figure BF-1 at two levels. The
upper level contains executive language and related processors,
and the lower level, all other processors. These processors are
defined in the following paragraphs.

Executive Language Processors

The three processors in this group are: LOGON, TEL, and CCI. The
first two of these processors are available to on-line users only
and the last to batch wusers only. It is also possible to
implement other command processors, such as UTS~-EASY.

LOGON

LOGON admits on=-line users to the system and connects the user's
terminal either to TEL or to an alternative processor, such as
BASIC that has been selected by the user. User authorization is
established by reading the file USERS for a record keyed by the
concatenation of the LOGON account and name. LOGON also
disconnects a user from the system and does the final cleanup and
accountlng (reference: Section PC).
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Terminal Executive Language

The Terminal Executive Language (TEL) is the principal terminal
language for UTS. Most activities associated with FORTRAN and
assembly lanqguage programming can be carried out directly in TEL.
These include such major operations as composing programs and
other bodies of text, compiling and assembling programs, linking
object programs, initiating execution, and debugging programs.
They also include such minor operations as checkpointing on-line
sessions, determining current user charge status, and setting
simulated tab stops (reference: Sigma 7 UTS/TS Reference Manual,
Publication No. 90 09 07).

Control Card Interpreter

The Control Card Interpreter is the batch counterpart of TEL. It
provides the batch user with control over the processing of batch
programs just as TEL provides on-line users with control over the
processing of on-line programs. Authorization for batch jobs is
obtained by reading the USERS file and final job exit is through
LOGOFF (LOGON) .
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System Management Processors

System management processors furnish the manager of a UTSsS
installation with on-=line control of the system. Eight system
management processors are supplied: SUPER, CONTROL, RATES, DRSP,
FPURGE, FILL, ERR:LIST, and ERR:SUM. :

SUPER

SUPER gives the installation manager control over the entry of
users and the privileges extended to users. Through the wuser of
SUPER commands, the installation manager may add and delete users,
specify how many central site magnetic tape units a user will
have. He may also grant certain users, such as system
programmers, special privileges, e.g., examining, accessing, and
changing the monitor. All commands result in creation or
modification of the file USERS in account :SYS.

CONTROL

The CONTROL processor provides control over system performance.
UTS has a number of performance measurements built directly into
the system, Commands of the CONTROL processor enable the
installation manager to display these measurements and to "tune"
the system as needed by setting new values for the parameters that
control system performance.

RATES

The RATES processor allows the installation manager to set
relative charge weights on the wutilization of system services.
Specific items to which charge weights may be assigned include the
following: , :

CPU time

CPU time multiplied by core size
Terminal interactions

I/0 CALs

Console minutes

Tapes and packs mounted
Page-date storage

Peripheral I/O cards plus pages

[ ] . [ ] * . L * L]

O~NAUEWN -
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The FPURGE processor allows the installation manager, through the
computer operator, to purge unwanted files from the system.
Specifically, FPURGE provides for:

1. Purging (releasing all unwanted user files from RAD storage.

2. Loading (restoring) RAD storage with files that were created
and saved under the Batch Time-Sharing Monitor (BTM), or
under UTS.

3. Printing (on the line printer) the names of all files on RAD
storage by account number.

(Reference: Sigma 7 UTS/OPS Reference Manual, Publication No. 90
16 75)

FILL

The FILL program executes as a ghost program to provide for the
safety of file information. This program writes backup copies of
files on a system-owned magnetic tape. In addition, a facility is
provided for the automatic deletion of expired files and a
semi-automatic (operator-initiated) purge of inactive files in the
event of a critical shortage of available file storage.

The FILL ghost is scheduled by a file called BACK:SCHED in account
: SYS. This file may be created or modified during system
operation to suit the requirements of individual installations.
If the schedule is not freguent enough for some users, the user
may employ terminal command !BACKUP to request that a specific
file be added to the current backup tape.
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The backup schedule specifies the frequency of three types of
backup which are necessary to keep the physical amount of tape at
a minimum to speed recovery while holding loss of filed data to a
minimum,

The three types of backup in ascending frequency of operation are
as follows:

1. SAVEALL - Saves all files currently known to the system.

This provides a starting point for recovery (FILL) and allows
the release of all previous backup tapes.

2. INCREMENTAL - Saves all files that have been created or
modified since the last INCREMENTAL (or SAVEALL, whichever is
later). During a recovery or initial load, these - tapes are
processed by FILL after the SAVEALL tape has been processed.

3. SQUIRREL - Saves all files that have been created or modified
since the last backup of any tape. These tapes provide for a
minimal loss of data but occupy a large volume of tape; they
are therefore replaced periodically by the INCREMENTAL tapes.

In case of a catastrophic failure during which the information on
the RAD is 1lost, recovery routines instruct the operator to
request execution of FILL, The FILL program reads the various
sets of backup tapes in sequence by date/time and thereby restores
the backed-up files to the latest version available.

ERR:LIST and ERR:SUM

All hardware malfunctions occurring during UTS operation, whether
recovered or not, are recorded in a special RAD storage file which
is periodically copied into two standard UTS files (ERRFILE and
SUMFILE) by a ghost program (ERR:FIL) that is initiated
automatically for that purpose. The resulting files may be listed
and summarized by the two programs, ERR:LIST and ERR:SUM. These
files are also available for on-line preventive maintenance of the
system and for diagnosis and prediction of hardware malfunctions.
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The ERR;LIST program examines the error file (ERRFILE) for
malfunction records that were written during the specified time

period and produces a formatted listing of these records with
(optionally) a summary of the records for that period. The
formatted listing is complete with headings and formatting
necessary for easy reading and use by field personnel.

ERR:SUM produces a complete one-page summary of errors accumulated
in the error file.

Language Processors

Language processors translate high-level source code into machine
object code. Five processors are of special importance (XDS
Extended FORTRAN IV, Meta-Symbol, MANAGE, ANS COBOL, and BASIC)
and can be used in both on-line and batch mode.

Execution Control Processors

Processors in this group control the execution of object programs.
Two of the processors (LINK and DELTA) can be used in on-line mode
only. Load can be used in batch mode only. The FORTRAN Debuqgging
Package (FDP) can be used in either batch or on-line mode,

LINK .

LINK is a one-pass Linking Loader that constructs a single entity
called a load module which is an executable program formed from
relocatable object modules (ROMs). LINK is designed to make full
use of mapping hardware. It is not an Overlay Loader. If the
need for an Overlay Loader exists, the Overlay Loader (LOAD) must
be called by entering the job in the batch stream (reference:
UTS/BP Reference Manual, Publication No. 90 17 64).

LOAD
LOAD is a two-pass Overlay Loader. The first pass processes:
1. all relocatable object modules (ROMs).

2. the protection types and sizes for the control and dummy
sections of the ROMs.

3. defining expressions for definition and references (primary,
secondary, and forward references).
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4, loads from libraries as requested.

The second pass forms the actual core image and its relocation
dictionary, and produces the executable program in Load Module
(LM) form.

DELTA

DELTA is designed to aid in the debugging of programs of the
assembly language or machine lanquage 1levels, It operates on
object programs and tables of internal and global symbols used by
the programs but does not require that the tables be at hand.
With or without the symbol tables, DELTA recognizes computer
instruction mnemonic codes and can assemble machine langquage
programs on an instruction-by-instruction basis. The main purpose
of DELTA, however, is to facilitate the activities of debugging
by:

1 examining, inserting, and modifying such program elements as
instructions, numeric values, and coded information (i.e.,
data in all its representations and formats).

2. controlling execution, including the insertion of breakpoints

into a program and requests for breaks on changes in elements
of data.

3. tracing execution by displaying information at designated
points in a program.

4. searching programs and data for specific elements and
subelements.

Although DELTA is specifically tailored to machine lanquage
programs, it may be wused to debug FORTRAN, COBOL, or any other
program. DELTA is designed and interfaced to UTS in such a way
that it may be called in to aid debugging at any time, even after
a program has been loaded and execution has bequn (reference:
UTS/TS Reference Manual, Publication No. 90 09 07).
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FORTRAN Debug Package

The FORTRAN Debug Package (FDP) is made up of special library
routines that are called by XDS Extended FORTRAN IV object
programs compiled in the debug mode. These routines interact with
the program to detect, diagnose, and in many cases, repair
program errors.

The debugger can be used in batch and on-line modes. An extensive
set of debugging commands are available in both cases. In batch
operation, the debugging commands are included in the source input
and are used by the debugger during execution of the program. In
on-line operations, the debugging commands are entered through the
terminal keyboard when requested by the debugger. Such requests
are made when execution starts, stops, or restarts. The debugger
normally has control of such stops.

In addition to the debugging commands, the debugger has a few
automatic debugging features. One of these features is the
automatic comparison of standard calling and receiving sequence
arguments for type compatitility. When applicable, the number of
arguments in the standard calling sequence is checked for equality
with the receiving sequence. These calling and receiving
arguments are also tested for protection conflicts. Another
automatic feature is the testing of subprogram dummy storage
instructions to determine if they violate the protection of the
calling argument (reference: Sigma 7 FORTRAN Debugger Reference
Manual, Publication No. 90 16 77).

Utility Processors

The processors in this group perform such functions as editing,
sorting, and transferring data between RAD storage and central
site peripheral devices. One of the processors (EDIT) can be used
in the on-line mode only. Three processors (PCL, SYMCON, and
ANALYZ) can be used in both batch and on-line mode. The remaining
processors can be used in batch mode only.

EDIT

The EDIT processor is a context editor designed for on-line

creation, modification, and handling of programs and other bodies

of information. All EDIT data is stored on RAD storage in a keyed
file structure of sequence number variable length records. This

gtructure permits EDIT to dirctly access each line or record of
ata.
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EDIT functions are controlled through single 1line commands
supplied by the user. The command langugage provides for
insertion, deletion, reordering, and replacement of 1lines or
groups of lines of text. It also provides for selective printing,
renumbering records, and context editing operations of matching,
moving, and substituting line-by-line within a specified range of
text 1lines. File maintenance commands are also provided to allow
the user to build, copy, merge, and delete whole files (reference:
UTS/TS Reference Manual, Publication No. 90 09 07).

Peripheral Conversion Language

The Peripheral Conversion Language (PCL) is a utility subsystem
designed for operation in a batch or on-line environment under
UTS. It provides for information movement among card and paper
tape devices, line printers, Teletype terminals, magnetic tape
devices, disk pack, and RAD storage.

PCL is controlled by single-line commands supplied through on-line
terminal input or through command card input in the job stream.
The command language provides for single or multiple file
transfers with options for selecting, sequencing, formatting, and
converting data records. Additional file maintenance and utility
commands are provided (reference: UTS/TS Reference Manual,
Publication No. 90 09 07).

SORT/MERGE

The XDS SORT/MERGE processor provides the user with a fast, highly
efficient method of sequencing a nonordered file, SORT may be
called as a subroutine from within a user's program or as a batch
processing job by control cards., It is designed to operate
efficiently in a minimum hardware environment. Sorting can take
place on from one to sixteen keys; each individual key field may
be sorted in ascending or descending seguence. The sorting
technique used is that of replacement selection tournament and
offers the user the flexibility of changing the blocking and
logical record lengths in explicitly structured files to different
values in the output file.,
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The principal highlights of SORT are as follows:

1. Sorting capability allows either magnetic tapes, RADs, or

both,
2. Linkages allow execution of the user's own code.
3. Sorting on from one to sixteen key fields in ascending or

descending sequence is allowed. Keys may be alphanumeric,
binary, packed decimal, or zoned decimal data.

4, Records may be fixed or variable length,
5. Fixed length records may be blocked or unblocked.

6. RADs may be used as file input or output devices, or as
intermediate storage devices.

7. SORT employs the read backward capability of the tape device
to eliminate rewind time.

8. User-specified character collation sequence may be used.
9. Buffered input/output is used.

(Reference: Sigma 6/7 SORT/MERGE Reference Manual, Publication No.
90 11 99.) '

1400 Series Simulator

The 1400 Series Simulator provides an economical and effective
solution to the program conversion problem that arose because of a
change in hardware. This interpretive program is designed to
execute 1400 series object programs automatically as if they run
on a 1401, 1460, or 1440, Thus, an existing level of computing
capability can be maintained while new processing methods that
take advantage of the new, more powerful Sigma equipment are
designed and implemented.
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The 1400 Series Simulator simulates object code produced by SPS,
FORTRAN, Auto-coder, RPG, and utility routines. Almost all 1400
operations may be simulated except for I/0 operations in which
hardware differences make total simulation impossible. Full 1400
operator capabilities are provided (reference: Sigma 5/7 1400
Series Simulator Reference Manual, Publication No. 90 15 01).

SYSGEN

SYSGEN is made up of several processors that are used to generate
a variety of UTS systems tailored to the specific requirements of
an installation. The SYSGEN processors are: PASS2, LOCCT, PASS3,
and DEF. PASS2 compiles the required dynamic tables for the
resident monitor. generation. PASS2 compiles the required
dynamic  tables for the resident monitor. LOCCT and PASS3
respectively file away and execute load cards to produce 1load
modules for the monitor and its processors. DEF writes a monitor
system tape that may be booted and used (reference: Xerox
Universal Time~Sharing System (UTS) /SM Reference Manual,
Publication No. 90 16 74).

DEFCOM

DEFCOM makes the DEFs and their associated values in one load
module available to another load module by using a load module as
input and by producing another load module that contains only the
DEFs and DEF values from the input modules. The resultant load
modules of DEFs can be combined with other load modules, DEFCOM
is used extensively in constructing the UTS monitor and the shared
run-time libraries (reference: UTS/BP Reference Manual,
Publication No. 90 17 64).

SYMCON

The Symbol Control Processor (SYMCON) provides a means of
controlling external symbols in a load module, Its primary
function is to give the programmer a means of preventing double
definitions of external symbols, but it may also be used to reduce
the number of external symbols. For example, if certain load
modules cannot be combined because their control tables are too
large, the size of the tables may be reduced by deleting all but
essential external symbols (reference: UTS/BP Reference Manual,
Publication No. 90 17 64).
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ANALZ

ANALZ provides the system programmer with a means of examining and
analyzing the contents of dumps taken prior to system recovery.
It is called automatically by the system initializer following a
recovery and is executed as a ghost job. It may also be called by
the operator to analyze tape dumps when recovery is not possible,
or by an on-line user to examine dumps or the currently running
monitor,

ANALZ performs three major functions:

1. It runs a series of monitor integrity checks on the contents
of a core dump to determine what caused the crash.

2, It provides formatted dumps of the monitor's tables at the
time of recovery.

3. It permits, via commands, the examination of dumps and the
examination and change of the monitor.

BATCH

The Terminal Batch Job Entry (BATCH) processor inserts the
contents of a RAD file into the symbiont input job queue. After
insertion, the user is notified of job ID and queue position
relative to the currently executing job.

BATCH functions are controlled by a TEL or CCI command line in
which the user has specified the FID(s) to be inserted.

The status of a previously inserted job may be checked via the JOB

command in TEL. Batch is an ordinary shared processor consisting
of a single assembly.
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LABEL

LABEL processor tapes with ANS header sentinels and readies them
in a protected shop so they may be AVRed.

DRSP

DRSP controls the addition, deletion, or replacement of shared
processors, shared 1libraries, and monitor overlays during normal
system operation. Current users of a replaced processor, library,
or overlay continue to use the o0ld copy while additional users are
associated with the new version (reference: UTS/SM Reference
Manual, Publication No. 90 16 74).
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INDEX TO UTS TECHNICAL MANUALS

The following pages contain two indexes to the complete set of UTS technical manuals.
The first is an index by item and the second is an index by module. The two indexes
are preceded by a key that indicates the volume numbers in which the various section
numbers are located.

KEY TO INDEXES

Sections Included in Volume Volume Number Title
B, BA, BB, BC, BD, BE, BF 90 19 84 Overview and Index
C, CA, CB, CC, CD 90 19 85 Basic Control and Basic I/0

D, DA, DB, DC

E, EA, EB, EC, ED, EE 90 19 86 System and Memory Management
F, FA, FB,

G, GA, GB, GC, GD 90 19 87 Symbiont and Job Management
H, HA 90 19 88 Operator Communication and
I, IA, 1B, IC, ID Monitor Services

J, JA, JB, JC, JD, JE, 90 19 89 File Management

JF, JG, JH, JI, JJ, JK,
JL, JM, JN, JO

i

K, KC, KD, KE, KF 90 19 90 Reliability and Maintainability
L, LA, LB, LD, LE, LF, LH

W, WA, WB

M 90 19 91 Interrupt Driven Tasks

N, NA, NB, NC, ND, NE, NG 90 19 92 Initialization and Recovery

0, OA, OB, 0C, OD, OE, OF

0G, OH

P, PA, PB, PC 90 19 93 Command Processors

Q, QB, QC, QD, QE 90 19 94 System Processors

R, RA

S, SC, SD, SE
U, UB, UC, UD, UE, UF

V, VA, VC, VD, VE, VF, 90 19 95 Data Bases
VG, VH, VI, VK, VL, VM,
VN, VO
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ANALZ BVESvV g RE ANALVYSYIS X £YAM B8F £oCRveRY NUMPS

ANLZ RVEoVY e Br ANALYSTS X ©xAM 8F SEfAveERY DUMPS

ANLZ BVESV e pe ANALYSIS § FYAM BF RefevpRY NUMPS

APNDSEG PaSe 3nat 97 18 77 APREND £RMNTRAL CHEMMAND TA 1 RCATY CHAR

ASSGR cel Pa ASSINN eHMVMANA PRACERSAR

ASS16G* TEL P e03 AQEIrNMERGE YARLE MANTR ATAR

ASSIGNeMERGE UCAL 1A ALAakeL HCR DARAMETER TaRLF

ASSACTIATENEL  AMALZ Lew gt AGEBAIATE NETA

ATITLE J1T Ve SFE JsTITLY

AUTEwCALL $1JSrRe Ve AUTRMATIC PRACESSAR ASSRCTATIAN

AVR AVR e TAPE MaUNTIMNA

AVRID SaDar Vfi,.013 UGER 1N # RY AVR # (HWARN)

AVRTBL TAB ¢g Vaa.03 nW TARLF BF «4RiNTEN TARES

AVRTBL 317 TABLFS VA3 S12F AF AyRYR|

AVRTRL51Z2¢r TABt ¢ g VZena QI7E BF AVRTR|

RACK:<SCHESR HaCiyye Kagny RACKUP aCHENINE «F1) e FUTLY RY MANAGER

BACKUF BaCvp Kae01 caeles SERt'e FILES TR RACK P TAPE

RACKUP AVExvVYE Y 19 SAVE FILES

RASIC 1/8 AVERV g RD AUpUe /8, eerVICE 1MTeRRUPYR, TERMINL

RATCH BaTrH s” TERMINAL JOR eNYRY DRAFESQRR

BATCH B1A% BVERVLe ! oI PrRCoNTASE AF CAMPUyeR TiMr FAR BATCH

RATCH SCHrnUL FVELVYE ! (=18 MpTHEDS HF AFFECTING BATCH SCHENULINA

RATCHCAL BATrH ar FLAG gyMHIaNT HLACK aNn 18]Up M1 JBR

RF MaNF 1V L%eN1.01 REAT FILE FRUTILT BY mMaNFtx FAR a| TMON

gltToT™ BTT2THM Nlp CARPY TAPE T2 nlISC

RITPUT ANAL 7 Lr PUT CHNVERTEN HYTE N AUYPUY RUFFER

RITS Tel PR,03 QESEYT FrlLfF £¥YENSIBY RITE

aLANKRUF PASE 1 Da ey 18 77 JLAMK AT ryppkER

BLDCE PcL 773027 RUILAS RPEMN PLIST Axn abpNG DCP

REBTARY PaStynaM 94 1R 77 PRRCESe ARMADMAL DUITNG FILF READ FRAM

REBTFILE MANp 1y LBeD1 M1 RRAT FI11E AU T BY maNFIy FAR AL TMEN
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0000 0000000008009 404 ,060800000 000000000000 02%00 000000000000 3,0000000e00000080000000pe000g0q00900ptg0tperotons*®
FOR ITgm™ IN Ay LF SEF SECTIAY CAMMENT

00 000000000000 0050, ,0000000 00000000 0000020000000 0es?e?0%,00000000000000900e00009000 90,0090 000% 0000000000 0":

ReGYSUBP BABrsuRR N7 Mar YA BRsy QURRAUTYINES

BROTSUBR BVErNVYpW B" SYSTEM INITYALIZATIAN MARDULE

APM BeM Ur Te AcSrMHBLE MANITAR spRvicre PReACEDURES
BPMBY HPeMor 9% 1R 77 WRITE RpPM/FTM HASE QYSTEM TR P® TAPE
RTM SyYSeHrN 3% 18 77 PRACESSFS RTM (RPM AN Y)

BUFCHATIM STEP ER CHAINS CBBFERATIVE aND Frie RUFFERS
RUFGRAN BUF 22 p FaeD3.02 SYSTEM RUFFFRLGRANUI & MANAGEMENT
RUFBUT ANAL 7 Lr WRITe RUFFER AUTPUT

RUILDCLT SOEVICE 9~ (R 77 SEY U/P MASTE®R PLIST

CINAPRSC PMDat vJ 4 9F TIMES A PRACES@AR WAGN!T IN CERe
CiPRACRFA P4DAT N} NUMBER aF TIMES PRARergear RENUIRED
CAL JVESVIeY 8" USER REAUERT FOR MANITAR SERVICE
CALPRAC Calrrap cw NECPRNE CALS 4,7

CASSIGN J1T VA SFE JICASSEIN

cEBINT SYMray Sy INTERPRET EXPRs STArK CANTRPL RYTES
cC PLISTS SYSGEN 94 18 77 SYRGEN FHNTRAL CBMMAuUD AN PLISTS
CCA DEFmAaM 9n YR 77  SAME AS CCr

CCBEF JIT Va RIT & SFT €AYg CNTL., CMD,

CCE DEFEAM 91 18 77 WRITe AUT PR TAPE

cCl Cc!l PA CONTRA| CARn INTERPRETER

cCl BVERVIeW BF CANTRRL CARRN INTERPRETER

CCIR ccl Pa CCls, EXFCUTTIVE RBUTINE

cCITARLS ccl PA NDATA TARLE ManULE

cCln " CCln NP PASSA CANTRA| CARD pRACEagING
CCLFLAGS JIT Va

CCLBAD PaSenrcr? 90 18 77 L8AD PAGSS? DPACESS®RS

CCLTFLGS Ji1T va

cCLo SsS ENe01 RBUTINE T8 a”nER CL AFTER SSAC

cDOPAa JIT va BITS Net4 ARE CURRENT DFRUR PARES RPUT
CEXT JiT VA CURRENT EXErUITIAN TrME

CHANNEL UBRCHian 9n 18 77 SFT P CHANTAL ENTRy FaR $CHAN COMMAND
CHARACTERTISTC BVERVIpW Ra SALIENT CHARACTERISTICS 8F UTS

CHARNYX SYMCa, SE SCAN INpUT CAMMANDS

CHARRRUT CClI PA SYNTAX ANALYSYS SUBRSUTINFES

611
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.00.0-0.0:.0..‘0';0'.9ono-ooononoootoqoooo!non.'o.ao.'o'.'..000.00000000.0.C'QOOQ..'0'.00.'00'.00000000.0‘
FAR 1TEM IN ~aNLE Sgr SEMTIAV COMueNY

O'."Q"‘QO'OO"'!0-.0000.!Oo.olo'OOCQO090'000.'0900.’0'!'..o.a..no"o.00'.g...l.OOO.Q.........Qo....'...!

CHARSCAM SYSuE™ 99 18 77  SFARCH FBP N IMITER

CHECK CHK Kr JGER CINSISTENCY CHerK ,
CHECKRIINT UCAL TA AN LINF USFR CHECKFAINT FACILITY
CHEKNAME ARS 9~ 18 77 CHECe PRUCESSAR NAMp

CHK CHK “r qYSTEM CONGTRTENCY FHECK RAUTIME
CHKDE STER £= CHECYS yvALID PRRCESQMR ASSACTATION
CHKDCRN TEL P"eC3 VALIMATE DfR NAME

CHKNAM PASG3gan gn 18 77  OETERMIVE PARSQIBLE mELFTTIAN AF FILE
CHSTSCAM SYSig 9~ 18 77 SEY MEXT STRING

cIcC JIT VRe0? A1TS A=1S ARE CARD 1vpU'T CAUMNTER

cliT1 [aTan ¢ Viien? AYTE, TWEUF CHATN HeaDd

cIiT2 IRTAR ¢ Vi, No BYTE, TFUE FUAIN Tatl

€173 18Tan) ¢ Vred? ayTF,31T ¢ ST IMPLIFS CHANNEL RUSY
clvs IRT A% p V3en? WARD, A HR N RIUTINg FAR THWIS FHANNFL
cJ8a TaBlyn VR,Ng CURRENT USER JIT ADRR aAMD PRISRITY
CKRAD RCVETY KRe 05,02 VALIRITY CuFrk BF D1aC ARDRESSES

cl At FNe sWaAPPER CAMMAND L1ISY

CLEANUP 18Q Dhsn1 PEEFaRM™ PROYLINTERRIIPT PRAMESSTING
cLBRBER TR RN £y 8 L?e01 cAuTAING LPC ¢ VALUE FAR NFRIGR

cLBCK 3 MY CLerk, B ol r1.aC« 7 INTERRUPT PreCrQgRaR

cLBCKs CLB e CLRCw 2 INTEDRUPT PRaCrageR

cLSFILS TSTuse KQe\Den7 r1.&Se FYLES

cLSy CLSH la CHARACTER 3CAN RBUTIVER] FA™ PARSQ
CNST JIT v CURRZNT NUMReR AF SFRATCH TAPFS

cNVDE FRE 97 1R 77  CPMVERT FRCONTE TA HexARFerrAl

CNVNF X - FRGr 9~ 18 77 r8VERT ERCNTF HEXAPFCIMAL T2 WFXADFCI
cRC CaC nn CRE LANVTLER

cacap CaC Viens RYTE ANNR A NEXT INPUT CHAR RY LN #
CaCCRLFE CaC Nredlalh PUT FASR[ARF RETURN AN~ L1nF FEFD N B
cacn CsC- ble TARLES EMR Fop HAND CR

CBCGFTo CaC Nrent ek BET 1/0 RUFCEe FRAM ~pF QFFER DRBL
cacHC le Nra1, "G NETEFT AND PEDHRT HauG.UR AND NTALeUP
caCcl CaCry Dredles IMTTYALTZATTIOY 8F 7411

cecicr Cac Fmed1ent4  MATMTATY Vil AF CpRRIER PRQTTIAN
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FAR ITgM IN Ma~LE SEr SECTIAM CAMMENT

00 00 00000000 00°00 00,o3000a000200008e000decs®antos®?acnsap®of®o’®,ccetoenstensastdstalosest®toatygegeeetortscrotogete

1zt

COCINIT CaC Dre01404  INITIALTZE Cor

COCINP INITTAY N A CAC TARLE IMTTIALIZaTISN FOAM ap

cecCip CsC DCeN1.92 PERFRR™ CHBC TNPUT CUARACTER PRARCESSIMNG
COCMINT caC DCeO1end  INITTALIZE LTNE MADE CANTRAL BYTES
cocMy CcaC DFe01enl  MBVE INPUT MFGSAGE F®8M £8AC T USER RU
COCNBUF CaC DCe01404  REPRRT CAN'TLFINDaRIIFFER FVENT

cecac cec V5405 # AF BT BYTFQ |EFT RY | INF #

COCADE ANA|_7 LE+01 N1SPLAY CRC TA3LES

COCIFF CeC DCe01ené  INITTALTZE LINE FAR | BRAING °FF

cocap CsC DfeC1.03 PpRFARM CAC Ay TPUT tNTERRUPTY PRACESSIN
cececrs CeC DFe01.04  PUT SUTPUT CWARACTER IM AL BRUFFER
cecrUTAL CaC D01 04 PUT t/R RUFFFR IN FRefp CAC RUFEER CHAL
c8CRD CaC DCen1.01  INITTATE PRACESSING AF TpRMINAL READ R
COCRIC CaC DfeQ1ené  RFPEPT CVENT T8 SCHEULER

C8CRICXU CaC DC.01.N4  RECHRD NPT C9MPLETE

cécsces cec BreOlsnd  STYSRE INPUT ~WARACTER IN INPUT RUFFER
cécCse CaC Breflend  STARY CAC A1ITPUT BPPRATIANS

COCTERM CeC VAieng BYTE,TERMINAL TYPE 2y LINF #

COCWR o] NreD1.01 INITIATE PRAFPESSING AF TERMIMAL WRITF
CSDE Cscr %475 BYTE, SFE CRFAC, INPUT £AM FANAITIBNG
COMBINE PCL 773027 CHECKS FHE VAL ID BP318M CAMRINATIONS
coMLIST * BaSuannL DA«D2 BUILM CAMMANN LIST

COMPARE ANAL 7 LFen1 CAMPARE RUNMING MAN1TAR 4R DUMP LBCATI]
CBMREY FRGn 9~ 18 77  SET r£ANRITIAVG FAR yaALI'E 1M PECIMAL
COMRETA FRGD 97 1R 77 SBYAIN vALUE

CONTROL CANTRAY QA SNaLINE PEIFSRVANCE wANTYAR ANR CONTOO
CONTRAL BVERVYCW BF INSTALLATI®N MANAGE®R TeRe|

CBNv LaCcTmam 9~ 18 77 CANVERT ERDPAD,ABNARMAL CADE TR PBCDIC
CONY PaSn3zp™ 3~ 1R 77 CANVERY ERDAR ARNARMA| Canr T4 FBRCDIC
cese Cafr Fa INPUT/RTR T CH3PERATIVES

cO8P BUFFerS C8BF Fa RUFFERE IN (JapR VIRTIJAL MpMARY
COOPERATIVES BVESVrel BN JeER INTEREAPE WITH DEDIPHERAL 1/8
CRAPERATIVES SYMu/ca® Fa USER LEVEL PACK & UNPAPK PeRIPMW, [/9
cBBPFILS SYMF1) @ KEW04s05  CLBSE £A=BO 1 FS AQRARTATER WITH JIT
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FOR ITEM IN manyLE SEF SECTIAM CAMMeNT

000 000000009 00®0 0,00 ,.000000000 000080000009 %0000P0200aPe%0®,,0000000000000000000090009Pgp000000800000000p0"

CHBPYALL PCL 743027 EXEC RSUTIME FHR CHBVALL AMD CRPYSTD
COPYALL PAS®yRAM 9~ 48 77 - PRBCESS FILEe FROM R1/F! RESPECTIVELY
CBPYTH PCL 773027 eXECUTIVE RAUTINE FRR CRPY

cBPYTRAN Pcl 713027 SYNTAX ANALYZER FBR pAPY FAMMAND
COPYXTM PASS 1A 94 1R 77 NDETERMINE FIli e NAME MATCW (SELFCT VS,
CORDMP DUMp L2 en? RAUTINE DUMPe CARF

CBRE ALLRC SYSApN 9~ 18 77 ALLBCATES CArRe FBR 1 #AD MADULES

CORe LAYBUT BVERV W RE MANTTAR, USeR, LIRRARICS, MAM, AVERLAY
CORE MEMBRY  BVE®Vypw BRr MAPPING, ACCFSS PRATrCYION X WRITE LCK
cPE JIT va SEE JIARSIGN

cPe JIT VA Rneli ARE CARD BUT rAUNTY

cPPR JIT Va B1TS pewib4, CIRRENT PRBCESSAR PAGES BUT
CPRPYHNDL PASRIRAM 9~ 18 77 CePY HMANDLER vR HANR FRGQ pILF

CRDIN BASMANNL Daeng CARD READER HANDLER

CRDAUT CRDayr DAeN3 CaRD PUNCH HANMDLER

CREAYE SUPER Al COMMAND

CTESY 18Q DaenY PERFPR™ PRIARITY TEAYS FAR SERVICE DpV
CTInpP 198G Dale01 PRACESS CHNTRAL TASK 1/98 FUNCTIANS
CTRIG | I8Q DAWDY TRIGEER CONTRAL TASK IMTERRUPY

cuUPs JI1T VA CURRENT USFR PAGES maT

cYCUSR CyCusn KR,C3 . VERIFY USER TABLES, rLeSc USER FILES
NATE TAB| Fo Ve 03 (2 WARAS) CUPRENT DATE

DCBPREC DCBPRrF VB 404 UseD FAR ASSEMHBLING UTe qYSTEM NCB1 S
DCTY [8TARI p VA, 01 HWARN, NEVICE PHYSIcAL ADDRESS RY DCy
nCTi0 19TAR ¢ VA0t NEVICE ACTIVITY CAUNT RY nFT INNEX
DCT1y [RTARp Vient wesD, INTER, TIMEBUT T'Mgp RY DNT INDEX
nCTy2 IATARLE V01 wARD, ‘

pCT13 I8TAR| p V.01 WARD, LAST STATUS ®F Drvice RY DCT IND
nCT14 I8TABLE VGe01 NBT USED IN UTS

DCT1s I8TABLE VRe.01 RYTE, 1/8 arep COUNy BY DET INDEX
ncT16 [9TAR| £ V3.0l WARD, NEVICE MNEMBNte RY nrT INPEX
NCT1Y IATARLp V301 Hilpy RETRY ANM CBNTINIJE FUNCTISN CBDE
DCTy8 18T p VAen1 RYTE, TIMEAUY INCREMENTS FOR DCT1HY
nCy2 1eTaRL ¢ VAa,014 QYTE, C1T IMAeX BY ACT INDEX
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000000000 ete0®0® g4, 00000000Ooc..o!'..!oo'o.co.0900000"'q.000000O'oQo0...o00000...0’0000000'0000'.0.0'0"1
L]

FAR [vgm™ IN “eyLre SEr SEFTIAN CorueNT
.‘l'.o'oo...o.‘.‘oon.nnoO00000oo..o"oo'oc'oooo"r.oo"O'0'.nooiooooc’lo"OQQOOOOO"'O'OO0000000000000’000.'1
nCT3 IRTARLE Vet RYTE, LEFGAL APERATINANG RY NCT TNDEX
DCTy I19TA31 ¢ ViR, 01 RYTE, TYPMMe tNCEX RY "CT INPEY
0CTs I8TagLe Vieny RYYE, SyITCHWES RY DFPY tNAFEY
DCTs  IeTARLE V3.1 BYTE, QUEUE WEAD INmeX Ry PNCY INDEX
oCry. I19TARLE VieNI HWeR™, ADDRraeg AF CaMMaND | 18Y RY DCY
nCT8 1973 ¢ VAe 01 WR2D, ANDRESS 9F PREPRPCFSSING FNTRY
DCT9 I19TaR| p V3eNy WRRD, ANDR AF PRSTepRArEggING ENTRY
DEBUG TABLF RUNR e LRenY cenTalMe SYQ FREATER DFERUG FPTS
DEBUGGING JVESVIew B MRANITAR AND QATCH Tealc FA®
DEBUGR ccl LR NERURGBING C/VMAND (arAFR,pMN) PRACESSNR
DEBUGTV DeBlisTy Lo TOANGFER VErTAR FAR NpPljg RARUTINES
DECBIN - TeL PR,N3 CANVCRY ERENTIC TH HBinaRy
DECCNV ARS 91 18 77 CANVERT DECTMAL S1Zr TR HEX
DECSCAN SYSBEN 97 {R 77  GET _DETIMAL STRING
DEF SYSAEN 91 1R 77  WRITES P9 TAPES
DEFCBM DeFcaM s" LRAD MapUuLe neF/DEF aTACK EXTRACTIAN
DEFCEM BVESVIEH BF PREPARE LIRRARIESe REMRVE CRANE FROM | M
DEFRDCC OpF=84 91" 18 77 PRACEG] NEXT CINTRB| CaRD
NEFX ShEviere 9 18 77 SFT P nEF PLIST FBp MepIEY nRITINF
DELPR! DELPRY HA NELETE FILES FRBM SvyMFrLE AND "ISC
DELTA CELTA LA CANVERSATIANG PRAGRAM NFRUGBING PRAC,
DELTA SVERVIE™ BF ASSEMBLY LANRUAGE DeRUGKER
DELTA MBNF 1 ¥ LAe01,02  DELTA MAY BE (JSED Te AFRyG A BRATFILF
DELTA INTERFC DelLTA LA DELTA INTERFAFE WITwW PRARMFCSSRS
DELTAGEY ANAY 2 LFe01 GET SUPRBUTINE FBR nrLTA
DELTAPUT ANAL Z LE « D1 PUT cURBRHBUTINME FBR ACOLTA
DEVTRAN PCL 723027 CHECKS FRR VAL ID DEVICE 1n CRDF
DIAGNESTIC 8P CLS KN aPEN gYMBIANT DEVICE FAR DIAGNASTICS
DIAGNASTIC 8P CA8P KN apzN SYMBISNT DEVICr FaR NIAGNA&TICS
DIAGNASTIC B8P I8Q KM apgN gyYMBIAaNT DEVICr FaR NTARNRGTICS
DIAGNESTIC 8p 8PN KN ApPEN SYMBIANT DEVICE FeR DTAGMOSTICS
DISASSDEL ANALZ © LTe01 NISASSECIATE PELTA
plsCie BaSHaNnAL Dael3 RAD 1/9% HaANRLpR
pISPLAY DISPLAY A NISPLAY SPERIFIED MerITAR TNFARMATIANM

. g¢l
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0000000000090 000000p,0000000000000000000009% 0000000000000 00 ,00000000000000008e0000000000 00020000000 00000000s,
FAR ITEM  IN MBNILE  SEF SECTION COMMENTY

0000 0000000000000 ,30,0,0000000000000000000 0000000000007 000%,000000000000080902000r0000 0009000000000 00000"%0)

DISPLAY ANAL2 LE.01 SUMMARIZE AND DISPLaAY MANTTAR TABLES

DISPLAY PASSiRAaM 90 18 77 DISPLAY FILF NAMES

DISPLY ACCrSuUMm Pre01 SUBRRUTINE FAR ACCBIMTING ANMD RANNER

DBRDCK TSI» D8 IF SET, READ £HECKING 18 NSNE

DBWTCK SSS ED IF SET WRT fWING IS PERFARMED

DBWTCK TSle DR DA WRITE CHFEKING Bp SuLAP PARES

DPAK OPAv DA.0O3 N1SC PACK =ANNLER

DSC18 DSCra NANE REMBTYE RATCH HANDLER

DUM ANAL2 LE«O1 DUMP SPECIFIFD LBCATIONS

nUMP DUMP LR+ 08 CARE DUMP RAUTINE

DUMPSAME ANAL 2 LE PRINT FARMATTYED MEMp2Y DMP

DVO MM GA 01 DELETYE VP aNn PP

E£31ABRT SsS  EA EVENT 1¢s» SPERATOR ARBRTEp ISER

ELAP SsS EA eVENT 14s ASSACIATE SHARFD PRACESSER

EIARY SsS EA EVENT 1gs TRIGGER Rpal TIMF USER

EICBA - S8sS EA EVENT 19, CAr SUFFER AVAI|ABRLE

FCBK SsS EA eVENT 5, BRFPAK RECET'VED

FiCBL SS§S EA EVENY 23, BLREAKED BN TYERMINAL SUTPUT

ES$CEC SS§S EA EVENTY 4, TEL REQUESY RECYEVED

cCFB SsS EA EVENY D, CANT FIND reaC BUFF

riCIC SsS EA gVENY 2, TERMINAL INPUY MpSSAGe CBMPLE

EICRD Ss8S EA EVENT {, RFAN COMMANA REFFIVFD FBR TER

FiCUB SSS EA EVENY 4, UNRLACKED AN TERMIMAL AUTPUT

£ 10PA MM GAe01 EVENTY RFPBRTEN RY MpMARY MANAGEMENT

gI0PA S8s EA EVENY £, DISe PAGE 18 AVAILARLPE

E'E! ' L1} EA EVENT 11, EXTERNAL INTERRUPY FAR RFAL

clERR 883 EA FVENY 1R, 9PPRATBR pRReReN USER

File 888 EA EVENTY ¢, 1/8 e3MPLETED

FilIp 988 EA EVENT R, 1,8 QTARTER A“D 1V PRAGRESS

FilP sss EA EVENT 4, REN. PFRMIcGIAN vA START 1/4

iy S8S EA eVeNY 18, JgrR RETURNED yvA CPRr

FiK® S¢S EA EVENTY 17, USFR KICKEN AUT RF CORE

FINC MM Gae0t EVENY RpPAKTERN BY MpMmADY MANAGEMENT

FINC Sss EA EVENY 8, CeNT GET RenUeSypR CORe PAGES
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FAR ITg™ IN “an)Le SEr SECTION CAMMENT

0000000 00000000040, ,0000 30000000000 e00000%0000%00000%06%0° 4,00000000000000000 0000000000900 00% 00000000009

£IND MM GA 401 EVENT RePBRTED BY MeMBPY MANAGEMENT

£ IND 3gs EA gveENTY 9, CANT GET RpalUeSTeD NDISC PAGES
E:NRD S8S EA EVENY 1852 REAL TIME B8R eXIT

E1BFF s8S FA EVENT 1€, USER HUNG QP

E10A $sS EA EVENT 13, 2 1@ FBR 1,8 pryvick AcCESS
£10F $§S £A EVENT 7, GQUANTUM ENR

E1SL 385 EA EVENT 12, SLFFP TIMe FRR {JSFR

C 1UGa ses EA eVENY 14, (N n FAR 1/8 DrviCe ACCESS
vy ses Ea EVENT 10+ wAwE UP TYmE FBR USER
gDCON ENCen NaNg RATCH PRBCESemR FBR eD1T FBRMAY FILES
£DCAN BVERYV W BRF RATCHW UTILITY FBR ENIT USERS

£DIT ENtT NANE CANTEXT EDITAR

gDIT . BVERV1ew BF CANTEXT EDITAR

FND ACTI®N  RDERLeA 1A WARNIING AN Use SF ENM ACTIAN

END ACTIBN  SYMR/cas Fa END ACTION DRYVEN 1/9 RRUTINES

gNTRY ENTRY Ca ENTRY AND £XY1T FBR PRACESSING CALS
FBCCSCAN DEFmem 91 18 77 FIND END BF FURRENT 0BNTRAL CAMMAND
FECCSCAN PASS1RA" 97 18 77 SEARCH FBR eNn BF CeNTRAL CAMMAND
EBCCErAY PASS3IRAM 97 18 77  SEARPH FBR FNR BF CANTRAL CAMMAND
EBMTTME Cacn V3,08 WW, TIME BF £nD BF MpSoAGF BY LINE #
FRLFLAGS JI1T V4 SEE JICASSIN

FRO | JIT Va B15%31 1S £RRAR BVERRINE ANDR

FRRIFIL ERR:p 1/ KE 407 PRAGEAY T8 c4pY ERReRLRG T4 KEVED FILE
ERRILISY ERRsl.1aY KEon8g ERRAR | AG FADMATTINA X LISTING PRBGRAM
ERRILIST BVERV ey BF LIST ERROR Les

FRR1 UM ERR: gUN KE 203 ERRAP LAG SUMMARY PRaCrgse®

FRRGUM BVERVIpwW BF LIST ESRYR L9G

gERRCBNTL PaSainp™ 9" 18 77 gPrCral PASSY ERRBR ReUrINE

FRRDELIM PASS 2™ 9n 18 77  SpeCralL PASSq ERRAR RAUTINE

ERRLFLGE JIT Va SEE_JtCASSIN

ERRLES ROESLan 1A USER PRAGRAM INTERFACE T9 FRRAR | BG .
ERRMSG ERRMKD uR SYRTeM pRRAR MESSAGe FrLr

FRRMS G Tel pa ERRAR MrSgafic FILE @IBRAUTINE

Gcl
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FAR ITEM IN rManLF SEr SECTIBM CoMMeNT

.Ocnoooooo.oooO-'p-...ooooo-ooooo-ooo-oooo'ooo-voo-..0000'.-0-0..00000ooOOOQOQoooﬁ"D'oooOOOoOoooooooooon

FRRMWR ERRM D Ur ERREP MpSSAGF FILE rINTRS| PRACESSAR
FRRNAME PASS1RaM 9~ {8 77  SPECIAL PASSy ERROR 28UTINF

gRROR PCL 713027 - RECBPNS ERRAN CANDITIAN

£RRAR LRG BVERVIEFW BN RECBRD DEVIFE FAILURES

FRRBR RpPART MANF1X LB.01,N% RECBRD AF ALl ERRMRe MAY RF REAUESTED
ERROUT PASS1RAM 94 18 77 NDISPLAY ERPAa2 MESSApr AND FX!T pASSY
ERRSER PASaqraM 9~ 18 77  SPECIAL PASSY ERRBR ROLITINF

FVENTS SVERVIEY 8" eVENTS RECE!VED BY afMeDyULER

gxIrcL ANALZ Lr.01t eXECUTE NBRMaL EXIT TO MaNITAR
FXITSYSW PASQ1RaM 97 18 77  EXIT SYSWRT

EXNEXT . SyMeen se SET REGISTER T7 EXPR, STACK ITEM
FXPAND TEL PR,03 EXPANMD CRMPACYED A/M TABLE ENTRY

FXPR SYMeaN SF STACK PRUDUCED BY LPAD

EXPRX SDEVICE 9~ 18 77 SEY UP FXPR PLIST Fan MANIFY RAUTINE
FBCH FRCr NANE FARTRAM BCD CANVERStAN

FOP BVERVIEW BF FORTRAM DEBURGER

FETCH STEP ER AGSBCIATE UNGHARED PRBCESSAR RAUTINE
FETCH2 STER (s REPBRTS ABRRY CADE ag TR TEL

FID CANvENTM AR, 01 FILE IDENTIFICATIANNAME ,ACCT PASSWORD
FID Tel PR,013 BREAK CAMPLEXY FID

FILE DIRECTRY BVERyIeW BC CHAIM ®F FILF NAMES AND FITS

FILENAME ANAL 7 LFe01 SEY FID INT® ASSBCIave PRACESSAR CAL
FILENM PASS{RAM 3" 18 77 PRACESS FILF APTIAN

FILENT Tel PR,03 CREATE SHERT FBRM P, 18T °

FILL FIil KAe0? RESTARES USER'S FllLrs FRAM RACKUP TAPE
FILL " DVERVIpW BF RESTBRF FILF®

FILTRAN PcL 703027 SYNTAX ANALY?ER FBR FILE 'YDENTIFIER
FINDEND LBCCcTRAM 9% 18 77  FIND ENp BF | BCCT TARLF

F INDENDY LeCorraM 93 18 77  CHWECK FAR VAL 1D RAM N LBCCT TABLE
FINDESBC ARS 9n 18 77  SEARCH FUBR CANTRBL cARD END

FINDNAME PASS1RAM 9n 18 77  FIND SPeCIFIENR FILE

F INDREMX LACCTRAM 90 18 77 9BTAIN NEXT 28/M TABr FRAM TREF TABLE
FINDRPAR ABS 90 18 77  SEARCH FOR RIGHT PARENTHES!S

FIT BVERVIEW BC FILE INFBRMATION TARLE«F!LE ATTRIBUTES.
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000 0000900000000 ,00,000000000000000000000%e0 000080000 ?0% ,,00000000000000000 00090 R0%00gp000000%000 000000908

FAR ITfM IN amyLF SEr SErTIAN CAMMENT
090000000000 000009940, ,0000000 000000020000 00%000a®0000p? 0?00 ,,00000000000000 0000009000 g30,0000000000000%000%!(
FIXARG 773027 TASLE GFARMH QUBRBUYINFE
FLAG CaCn V3,085 FLAGS CANTRAL 9UT CaLSED RY INPUT CHAR
FLAGS 1USFRs VM0 LISER'S PERIDHERAL NFVICE ACCESS
FLOP TeL PR,013 APEN INPUT FILE
FPMC Mo GA INDICATES VP 1S AVAL ARLE FAR !SE
FPARL JI1T VA SEE JiFRMEeL
FPURGE BVERYTE™ RF SAVE,RFEQTARE,PURGE,| 18T FILFES .

FRGNP SYS2E: 9n 18 77 PRACESSES FRANS INTLR

FRGDEP FRGr 91 18 77  PRRCFSS FRGN PARENTWETICAL FXPRESSIANS
FX JIT Va RITS 1=e31 ARrF FILE FXTENSIEN RITS
GENARS PHASE R S NAP

GENCHN PuUAnE A ! PROCESS PASSA GENCKNS

GENDCR PHAQE A NDY PRECESS PAcea GENNDCRS

GENDEF PASa3naM 9n 18 77  RUILE DFF PL1gqT FBR 4BNIFY RAUTINE
GENDICT PWA2ER NP PRACESS PASSN GENDIFTS

GENpICT PaSS3mAM 90 18 77 RUILD NICT PLTIST FBo MARtFY RAUTINE
GENEXP URCHAN 91 {8 77 SEY UP 1BTAR|r EXPRESSIRN QTACK
GENFILE LeCrTnat an 48 77 GFNERATFE PERMANENT FILE FARP LACCY TARL
GENHAN PAS23rav 91 {8 77 RENERATE HAMMLERS FYLF FAaR MIMAN LBAND
GENHANOL PAaSq3ra™ 5" (R 77 GENERATE HANPLERS FyLE

GENMD PHASE NP PRBLFSS PASSA GENMDs

GENBP PHACEA ND PRACESS PAGGA GENRPg

GENRBRT PASSIR4 9y 1R 77  GFMNEPATE R8T LRAD mAaDILE

GENTO - FRGH 8~ 18 77 PRACESS, Co°NFa0, TYer CANTEAL TABLE EN
GENTY FRGn 9~ 18 77  PRACrSS, CANFel, TYPr CENTRAL TABLE FN
GENT2 FRGn 97 18 77 PRACpSS, CANre?d, TYPr CANTRAL TABLE gN
GENT3 FRGp 90 18 77 PRECESS, CONFa3 TYpr CBNTRA TABLF EN
GENT4 FRGh 90 18 77  PRECESS, CANDFL.4 TYPr CANTRAL TABLE gN
GET PAGE ANAL 2 LF GET SPECIFIEN PAGES FRAM nUMP FILE
GETADDR ANALZ Lr 9RTAIN DUMP PAGE CRNTAINING ePECIFIED
GETARG PCL 773C27 CRAMMANND SCANMER

GETCHAR BATCH se SCAN ARGUMENT FIELD aF J8B CRMMAND
GETCHST SYSGEN 94 18 77 INTEPNAL STRING GETyeR

GETCEM LACcTraM 9n 1R 77  GET ARIGINAL ([ 3CCY TABLF FRAM 3TBRAGE

44!
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l".!.!nooo.oa"'oco-’OO'oOO00000QOOOQOCQO'QO.o'.h.no'0'0.QQOQOQQQQOIOOOOGOQQOOQO"'0‘60..00.‘.'0.00.'!0.

SEF SECTION COMMENT

oooooooocooo-.OOO.o-.-oco.-o-..ooo-oocoooo'-ooot00000‘0'00.o-o-oo-aQOOQOOOOO00000OOOGOQQQQDOQOQQOQOQQQQQN

JUL 19,173

FBR 1TEM IN HamyILE
GETF GETF
GETFIELD PASS 1 RAM
GETHEX ANAL 2
GETKEY FRGhH
GETNAME PASSIRA
GETOPLB FRGM
GETPAGE PASS1RaM
GETPAGE PASE3RAM
GETQ I18Q
GETRITEMBM DEFnBv
GETRITEMBN PaSgqreM
GETVAL FRGD
GHEeST SVERVIEeW
GHBST! BVERV ¥
GgMBSTiU GHBaTI N
GJOB INITIATE UCAL
GPHGP GpPHniR
GTMBNTRE PASe3RAM
HANDLERS HaANrLERS
HARDWARE BVERV g
HEAD DeFceM
HEXBCD SYMean
MEXBCDg SYMraN
HEXDUMP PcL
YEXSCAN SYSGFN
HEX2PRNT -BATCH
=GP HGP2FraN
WGP IGANY- I
HGPRECHAM HGP2Frat
HL B8P ANAL 7
tMC SYSiEN
INCREMENTAL 8aCKUP
INITIAL INIv1AYT
INITIAL AVERVYEY

FaA

92 18 77
Lre.

90 18 77
91 18 77
9n {8 77
99 18 77
91 18 77
DA,LO1

S 18 77
9" 1R 77
9~ 18 77
BRR

=1a)

Ne

1A

N7

997 18 77
DA

"BA

SN

se

Sr
723027
9~ 18 77
ST

KRa12

Vi Q4
KFeD8
LE«O1

9~ (R 77
Kagng

N4

BN

GET FILF FRAM SYMFIiF

GET NEXT FIELD AND VALTDAYE

CANVERY €BCDIC TB HeX

GET KEYWERD

GET MEXT NAME AND VAL ImATF

3FT AP LABEL AND LBeATIAN VALUE

AET MARE WIRK AREA

RET PARES FAA SAVE APTIAN

ARTAIN INDEX AF QUELIF EMTRY FReM POBL
GENEDATE BSARTABLE PRRTIAN °F PR TAPE
9RTAIN AND FNTER NEPDED RVERLAY
9RTAIN VALJE, CANVERmY TR RINARY

JOR PERFRRMING PSEUNALMANTTAR FUNCTIAN
SYSTeEM INITTALIZATIRN MROULE

GH9ST 1 DRIVFR

GHASY JaB INTTIATION

READ/WRITE WP TA SwaAP RaAD (ALS® XDELT
ARTAIN MIMANG TREE STRUCTURE
REQUIREN HANM| ERS

TYPICAL CPNFYIGURATIAN, NaY REQUIRED
TARLe PRYCUCED BY LeaD

CANVERT HEXANECIMAL vALUF T ERCDIC
CHARACTER CANVERSIMN TaABLE
HEXAPECTMAL AUMP PReFCESSAR

RET WEX STRING

fBNVERT HEXANECIMAL MUMBPR TR FRCDIC
RECHAVSTRUCTIAN DURINAG RECAVERY
BeGINNING aNMR AF FrRSY GRANULF POBL
HBP RECANSTRICTIBN nURING RECAVERY
SAME AS PGSAUT

PRARCESSFS Mr

YYPE BF AUTAMATIC BaCKu®

INITIALTZE MANITOR

SYSTeM INITIALIZATIAN MRDULE
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o!'0000000000000‘¢oo..ooo.ovcooooao".ooooOnoooOOQoo.'o'o'.oooocooooooov!OOuOQOQQOlOQ0....0..0.00;.0.0...00

FOR ITgm IN Man e SEr SELYIAN CAMMENT

...0.'000.0000‘00.QQ.QOQOQOOQQICQQOOO'QO.o'qono'.!oo.'."’.o.o...go!.lOQ.O00‘0000"'0‘.'!.Ql.‘l.'..ll’!....

6cl

INITIAL ANAL Z LFent COVTRBL ROUTINE

INJTRCVR INITRAYR LD INITIALIZE RECHVERY

INPUT ANALZ LFeD1 TRANEER VECTAR FOR NPT CRMMAND REBUTI
INSYM INSVYM Fa INPUTY SYMBIany (CARN RCADER)

INTARG PCL 773027 EDCDICaRINARY DECIMaAL CANVERSIAYN
INTENT JIT Va Sep JLINTENT

INTERPRETIVE STEP ER COMMANN PRRCCGSAR EXYTT FNVIRRNMENT
INTLBOPC FRGe 90 18 77  PRACESS [NTI 8 PARENTUETICAL EXPRESSIAN
INTRODUCTIEN BVEnvrew BA GENE®AL IMTRANUCTIRN TR JTS RPERe SYS.
18D1SPLAY ANAL 7 LEe01 FARMAT 1/8 TaARLES

18F9RCE InQ CAesD1 SAME A l8csrny

10INTY 18Q NAe01 PRACESS ALL 1,3 INTerRRUPYTS

18Q I1RQ D4 RASIC 1/Y STARTER

1801 MiCpy VE, 23 RYTE, PACKWwARN LINK N 180 RY tRQ INDX
19010 MICPU Ve .03 RYTE, ~MAXIMm TRIES 2y tapn INDEYX

160114 M:Cru VR ,e93 RYTE, TRY CAMT BY yaQ INDEX

18012 MiCry VR, nq WeRR, erEK ANDRESS oV 1AL TNDREY

18013 MICFy VP03 DWARN, FNP APTIAN nNaATA Ry 187 INDEX
18014 M Ceoiy VE .23 RYTF, PRIE21TY RY Jan IMNDFY

18Q15 MiICPy VR¢N3 RYTE, USER N8 Hy I8n IuprFx

-10Q2 MsCry VP en3 RYTE, FRRWARM LINK 1y 1Ry RY tan INDEX
1803  MiCpyu VR,013 RYTE, SWITCHEG RY IRQ INDFYX

1004 MICPy VR N3 BYTE, FUNCTI®y CBDE AY 180 INDFY

1008 MsCrij VBen3 RYTE, CURREMNT FUNCTraN SYFP av 18Q IMD
1807 MsCry VRen3 RYTE, DCT TNREX BY 180 INDFY

1808 MiCryy VR,e03 WARD, RUFFgR ADDRpSe BV 187 INPEX

10Q9 MICry V2,03 HWARP, 3YTE raUNT Ry [an 1NPFEX

18ReC I9ReC A DEVICE KEY!N R2UTINEg

18REC I=Q DALY HANDLE AaPERATAR CAMv NtTCATIPHMS FBR /8
18SERCK HaSwarigL NheN? TEST FRz AMA REPART NEVIEF ERRSD CANR]
18SEREC S8ASwAIAL Da,O? L85 CRRAR DETECTEN ny WANNLFR

19SgRY 190 Nheny PRAVIDF ENTRY TR SERVICE NCVICE

18T 1Mp JI1T Va CURRZNYT PPRAregS I1/8 rivp 1M JIT

1PeaL J17 Va SEE J!IPHAL
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FOR ITEM IN MenLE SEF SECTIBN CAMMENY

00001000000000'0'6o..oooOno'oo-oooooo.o;.oO,...o.,..,o.n.o,,...,.,..,......,g........,..,.,,‘5.,.....,....
1vO MM ' GAeO1 INSERT VP AND PP

JIABC wiT Va ‘FLAGE AND STUFF

JIABUF JIT Va LBCATION BF AQSIGN RUFFpR 1F IN MEMARY
JiIAC MM - Ga INITTALTIZED RY MEMBRY MANAGBEMENT(JIT)

JUYACEN JiT 7 ACCBUNT NUMRpR (DWBRD)

JIADCBTL JIT VA (9 W) START AF DCB NaMr TARLE TP, M2UC

JAAD O dIT Va ADDITIBNAL Jrt'S ADNRESS

JIAJ MM GA 01 SET UP RY MFMQRY MANAGEMENT

JIAMR wiT VA D18C ADDRESS AF ASSYGN MpRGE TARLE

JIASSIGN JIT VA LIMIY FLAGS

JEASSIGN RUNRAM LBeO1 BrT 14 INDICATES PRpQgNCp BF PMDS

JIBUP Ji7T VA FIRST PAGE # AF USER AREA

JICASSIN Ji1r "7 RITS SET T8 NIRECY FRRAR A/UTPYT

JICBPOSBL J17 VA WEAD BF CBSPERATIVE CBMTEXT RLACK PAAL

JICCBUF JIT ) VA {20 WD) CONTRAL CBMMAND RUFFER
_JICFLES JIT VA CURRENT FLAGS ASS8C, WITW AR

JICFLGS LNKTRE RC INF® SET UP FAR TiAep ,
JICL JiT VA CAMMAND LISY FAR Dlge (4 wh/DISC REF) :
JicL , MM Ga INITIALYZED RY MEMBRY MANAGEMENT(JIT)

JICe Jir VA NUMBgR a&F wWarns IN caMMAND L1IST

JICLE , MM GA ' INITYIALIZED RY MEMBRY MANAGEMENT(JIT)

JICLL JIT VA PAGE # AF JAR CBNTEXT LAWFR LIMIT (JIT

JICLMN JIT VA TEXTC OF CURRpNT PRAGRAM NAME (3 WD)

JICLMP JIT : Va TEXTC AF CURRpNY PRaGRAM PAGSWARD (3 W

CJICLP JIT VA PAINTER TO NFSTRAY woRD 8F CAMMAND LIS

JICLPA JiT ’ VA CeMMAND L1ST PHYSICAL ADDRESS

JICLS JIT VA SAVED WaRD 8F CAMMAND L1ST
~JICPPS JiT Va Seg CPPA

"JICPRBCS JI1T VA PRBCESSAR ASSACIATIAN INDEXES

JICTIME JiT VA EXECUTIAN TIMp FOR PRBCESS CURRENTLY R

JICUL JIT Va PAGE # AF JPR CANTEXT LUPPEP LIMIT

JIDBPeSL JiIT Va HEAD 8F CBAPPRATIVE DATA BLACK PBOBL

JIDCBLINK JiT VA ADDR 8F SgCann PART AF DCB NAMp TABLp

JIDDLL JiT VA PAGE # aF PRAGRAM DynNAMIC DATA LBWER L



JUL 19,73 INREX RY 17FM UTS TECUNTCAL MANDNAL 131

..‘.'........Q‘...'..I.O.....Q'.CQO'.Q'....O.Q..',.QQ'Q...QQ.'.0.0.."Q....Q..Ol'i...'.Q.Q........’.'QQ'..”

FOR ITEM Iv vamLE SEE SFLTIAM CAMMENTY
000 000000000 00®00 g0g,00000000000000000 0000000 0000000009 (0000000000200 0009000pe?0 0,590 0000 00000000000,
J'DDUL JIT VA PATE # BF PRIn=AM DYNAMIC NATA UPPER |
JIDELTAY JIT VA USED FRR TIMING EXFeLile, RYFRHFAN BR [°
JIOLL Jir Va PAGE # aF PRaARAM D,ya LawpR LIMIT
JIDUL - JIT Va PAGE # AF PRaRRAM Duyep UPPER | IM]T
JIDWsK JiT Va STaCk PTR DW F3IR USr RvY yrEL
JSEUP JIT va LAST PagE # ®F USFR aARTa
JiFPBeL JIT VA ADDRESS BF FIRST AVATLARLF RLACKING RU
JIGST JiT Va S1ZE AMND Lor AF GL9rAlL SYM TABLF
JUINTENT JiT Va CNTRY ANDR Ta JSERS CAMGA|I r INTFRRUPT
JIINTR Jiy Va NUMBER AF tryeRACTIANS
Ji1pPesL Jir Va ADDRESe 9F FresSy AVatLaRLp IMDex BUFFR
Jisry ) & ¢ Va MAX €172F A'™ LAC BF 1NTe gYM TARLE
JVJAC JI1T VA 2eplT ARCESS TAnlE FAR USER (12 WARNS)
JIJIP JIT VA SFE JIP
J¥JIT JI1T VA JRR INFARRMATTAY TAH ¢
JOJIT J1T VA START =F JrIT
JILMN JI1T Vi NAME RF LaSy YN BUsly 1N vEXTC (3 WeR
JILMP JIT va PARSLARYY BF | AST LMy RiyIL Y IM TEXTC (2
JiLOACK J17 Va FLAGS, RITD «FT LOCke LISER 1IN FARE
JIMRY JI17 Va MAX IMUM RUM FIME
JINFPRBL JIT Va NUMBER AF BLerXING B JFFERg
JINIPBOL JIT Va NUMBER aF 1an”p X BUFFeRe
Jigpy JI17 VA aprieN alTs tv USE
JIPLL Jiv VA PAGE # 8/F PRagRAM Laspn L tMIY
JIPTIME Jiv Va TATAL PRYCEQQAR EXEFTrAN TIME
JIPUL J!T Va PAGE # RF PRARRAM UppEg LiMrey
JIRATE JiT VA NAT USEN -
JIRNSY J17 Va JRR RUN STAT!IS
JISTARY JiT Va STARTING ADDR 9F CUBRENT PORARGRAM
JiT J1T va USED FAaRrR PERFARMANCE ReCARMNIMG
JITCB JIiT Va ADDR B8F TCH
JITELBUF JIT VA ADDR 8F TEL RIFFER
JITELFLGS JIT Va FLAGe U'sgD AY TrL

JitTiC JIT Va JegD FAR PrRFARMANCE ReCRRMING

L€l
|
)
l
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#9!000009..,.}_3'000¢q_.__.ogoOoooo.mon.oocoonoo'goao'og-n.!-'oi..oooqooooooooco-gionool'!o'onogoooauooooooooon'
FER ITeEM IN Man(LE SEP SECTION CBMMENT
00!000000000o.’o'.oo.900000000‘000000000't'QOQQODQQOQOOOO‘ooOQOQQ00000000!000090000'0'.901!00'..'00'0'!0.'
JITIME J17 VA TIME AT LBGAN
JITIMgNY —  JIT ©Va ADDR 8F RBUTINE SET BY MisriMpR CALL
Jitirlg JiT © VA 20 WeRDs OF vITLE IN TeEXYC FARMAY
CJITRAP JIT VA SEE TRAP
JITREE JI1T VA ADDRESS BF TRrE TABIr
JIUN JiT VA STARY AfF JIT
JEUNAME J17 VA USER NAME (3 wORDS)
JiusedXx J1T VA FIRST ADDR Ap USED eANTEYT DATA BUFFER
JIUSENT JI1T VA ADDR SET BY M:TRAP AND FLARGS
CJSUTIME J17 VA TBTAL USER ExpCUTION TiME
JIUTIMER J17 VA TIME INTERVAL SET By M:STIMER CALL
JIVLCS JIT VA VIRTUAL LINK gTARP
JivVLCs MM GA INITIALTZED RY MEMBRY MANAGEMENT(JIT)
JIVLES sss ENeD? INDICATES WHEN T8 SeAaP RyIPPLE THRU CL
JABC JIT VA SEE ARC
JACCN . J17 VA WARD DISPLAREMTENT AF J1ACAN IN JIT
JADCBTBL JIT , VA SEE JIADCBTL
JAJ JiT VA SFE J3AU
JAJ _ sSss EP.02 PHY PG # BF AJIT SEY BY SWAP IM
JASSIGN JI1T VA SEE JIASSIGN
JBiace MM GA«0O1 NEXT AvAlL cAMMeN Pqa
JBIBCP JI1T VA BYTE ADDRESS, BARTTBM OF cAMMAN PAGES
JBICMAP JI1T Va BYTE TARLE Far PHYSpraAl PaAfiE NUMBER
BICMAP MM Ga INITIALTZED Ry MEMHRY MAMAGEMENT(JIT)
JB I CMAP Sss EDe02 PHMY PG SET UP WHEN &WAPPING IN USER
JBILC Ji7 VA RYTE ADDR, CURRENT | INF CALNT oN TERM]
JBILMAP JIT VA BYTE TARLE LINKING ALL®CATED PAGES
JBILMAP MM Ga INITIALIZED RY MEMBRY MaANAREMENT(JIT)
JBILMAP ‘ses ER02 UsgD vP LINK yHRU Pag 18 ser UP CL
JBILPP JI1T VA RYTE ADPNR, 4 AF LINre PFR PAGE AN TERM
JBIMNPA JI17T VA BYTE ADDRESS, MAXIMM # AF PAGFES AVAIL
JEBTNASP JIv VA BYTE NEXT AVATLABLE SECTRR PRSTTIAN
JBINASP MM GA INITIALTZED RY MEMBnY MANAGEMENT(JIT)

JBiPcC JIT VA RYTE ADDRESS, PAGE CAUNT AF CANTEXT
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0000 0000000000000 009 ,90000 0000000000000 00800P0030 0000000000 30000000000 00000000000000000,g000000% 00000008000

FBR ITEM IN ™ManLFE SEF SECTION CAMMENT
000 R PR et e ne0 00,0000 0000000000ttt ee a0t 0000 0000000000000 aet 00 gttt etape’
JBIPCD J1T VA RYTE ANDRESS, PAGE
JBIRPCODD JIT Va RYTE PAGE CARUNT BF NnYNAMIC DATA
Jsipecp MM GA INITYALIZED Ry MEMBRY MANAGEMENT(JIT)
JBIPCW JIT VA BYTE ADDR, PLATEN WinTH 8F YERMINAL
JBiPpPC JI1T Va RYTE ANNRESS, PHWYSICAL PAGE CBUNT
JBIPPC MM Ga UsgRe PWY PG CHAIN raUNT
JBIPPH JIT Va BYTE ADDRESS, PHYSIFAL PAGE HEAD
B 1PPH MM Ga USERE PHY P& FHAIN HEAD
JBIPPY JI1T VA RYTE ADDRESS, PHYSIFalL PAGE TA'L
JBipPYT MM GA USERE PHY PG CHAIN vaAllL '
JBIPRIV CJIT VA RYTE ANNDR AF pRIVLEGr LFVEL RF OB
JBIPRAMPY  JIT va BYTE ADDR, CIIRRENT PROMPT CHAR
JBLrDP CoMM GaeO1 CMEXT AVAIL PYn PG
JBiTDP ‘ JIT VA BYTE ADDRESS, TOP 8r DYNAMIC PAGES
JBIVLH JIT Va BYTE ADDRESS, VIRTUAL LINK WEAD
JBIVLK MM Ga HEAD B8F VIRTUAL LINK CHATIN
JBivLT JrT Va RYTE AODRESS, VIRTUAL LINK TAIL
JBIVLY MM Ga TAlL 8F VIRTUAL LINK CHWAIN
JBBCP JI1T VA BYTE DIgP AF JBIBCP
JBMNP A JI1T VA BYTE DIsP aF JBIMNF,
JBNASP JiT Va BYTE DIgP 6F JBINASP
JBPCC JIT Va RYTE DI1sP 8F JBIPCC
JBPCP Jrr Va RYYF D1gP AF JBIPCP
JBPPC JiT Va BYTE D1gP oF |H:1PRC
JBPPH JIT VA BYTE D1gP RF JBIPPH
JBPPY CodrT Va BYTE D1gP AF EIPPT
JBTDP JIT va RYTE DISP &p BITDP
JBUP J1T VA SFE JIRUP
JBVLH J1T VA RYTE DISP ar HIV|LH
JBVLY JIT Va RYTE D18P 8F JHiVLT
JCCL J1T Va SIZE AF CeaMManD LISy (1N WeRDS)Y (JICL)
JCL JIT Va WARD DyaP arF iCL
JCLe JIT Va SFE JICLE
JCLL Jiy VA SFE JiCLL

€€l
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0'000000000000.!.0Q..o90'00'0;00000..00000.‘QQo'..ooo""'..00'.0-000000"'Q.......‘0'0.0.0'0'0.'!'.0'0"‘
FAR ITEM IN ¥anyLE SEF SECTIAON CoOMMeENY

.Q!QOQQC.Q.OQ;'OOQo..poo‘,..og000900000000‘90Q.'Oeooo""'.lQQOQooOOOQO.'0‘Q.OOOQ00'0'00.0000'0".0!00000'

JCLP JI1T Va SEE JiCLP

JCLPA JI17 Va SEE JICLPA

JCLs JIT VA ' apg JICLS

JCMaAP JIT Va SeE JBICMAP

JCPC JIT VA WARD DIgP AF HIPCH

JCUL J1T VA SFe JICUL

JOA J17 Va WaRD DigP aF JHIDA

JODLL JIT VA sSep JiNDLL

JOLL JIT- Va See JiPLL

JOUL JI1T VA SEE JiDUL

JEUP 4 J1T VA SEE JIEUP

JHIDA JIiT Va HALFWORD taARLs 8F DyaC ANDRESSES

JHIDA MM GA INITIALTZED Ry MEMMOY MANAGEMENT(JIT)

JHIPC JIT VA MW ARDR, PAGE # FAR vEPMINAL

JHDA J17 VA HALFWARN D1gP BF JMinNa

JHSWPID NT Va HALFWARD D1gP AF SWuP 1D

JIT JI1T. Va JAB INFARMATYIAN TAB_ p

JIT BVERVIEY BR JAR INFARMATIAN TAB| ¢

JITFPSI2 JI1T Va RITS Ow15 ARP THE S12E AF RLACWING BUF

JITIpSIZ JI1T VA RITS 0«15 ARF THE SY2E 8p INDEX BUFFER

JITLMN JIT VA SEE JILMN

JETUMNP JiT Va Sep JILMP

JITREE JIT VA ADDR 8F TREF TABLE

JITS ANA| 7 LFE .01 PRINT SPECIFIFD JIT

JITUSCDX CJIT Va SFE JiUSCDX

JYAC JIT VA SFE JiJaC

JEMAP JIT VA SFE JBILMAP

Jo8 BVERV W . Bm SCHEPUL ING UMTT

JBB STEP BVERVIEFUW BR MIVISIANS WYITHIN JBRS

J8BR cel PaA JAR CAMMAND PRICESSAR

JOePT w17 VA , IPTIAN RITS IN USE

JOPTY TEL PR , NCR ASSTGNMEANYT BITS

JPLL JIT VA -SEE JiPLL

JPPC Jir Va WaRD D1sP P BIPPC
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0000 0000080000000 ,40,000000000000000000002000000 000000000 ° 3000000000000 00 00,0 000000l qpe0noftetdaoredose

FAR ITFM IN MApLFE SEr SECTION CaMMeNT
00 00 0 90000000 )0 ,00000000000000800000a00 0020 00ane®e00%,,300000000000000090000900000ga3000000 0000000800
JPPY JIT Va WRRD D1gP afF R :1PPH
JPPY ‘ JIT Va warRD Dr1gP ar BIPPT
JPUL JIT Va SFE J:PUL
JRESBPT Ji1v Va TEMP CeLl USED 10 RpvatN sTANDARD OPfl
JRNSTY JiT V4 RITS 0=7 ARF RUN STavUS N JIT
JRST JI1T VA SEE JRNST
JSTART JIT VA SFF J!START
JSTDEPT JI1T Va A WARD WHICH CAINTAINS vHp STAMDARD APTY
JTCR JIT Va ADDR /F TC®
JTELFLGS JIT VA FLAGER 'JQED RV TFL
JTELFLGR Tel pR FLAG RITS FAR CFRTAIN |AGTCAL STATES
JULTAN JULtay Ua CANVERT MEMNTITAR DATALTIME TA JULTAN
JULTAN RECRvVEDD KR4D7 DATE CPMVERSTAN FAR MATYLRAY
JUNAME JIT VA WARD DISPLACFMENT B JIUNAME Iy JIT
JVLCS JI1T VA SEE JiVLCS
JVLH JIT Va WarD D1gP rF JBIVLH
JVLTY JIT VA WARD NYIgQR rp JRIVLT
KBT168 BASHANAL Dae0R TYPEVWRITER HANDLER
xDBUT caCn V508 TRANGLATION TARLE Far kD eUTpUT BY ERC
KEYIN BVERVIEW Bm GHAST/RAVERLAY FAR ®prRATSR CAMMUNICATN
KEYINBUF TABL e VR,03 R0 BYTEQ, KFYIN MESQAGr RUFFER
KEYN KE Y™ LX) IPERATRR CONQALE COMMAND PRACFSSER
KEYSUR KEYzyn A KEyYIn RAUTINES
LABELSTAPF * ANAL? Lre0t RFAD RrCBVERYL.CREATED TAPE
LABELS CaNypren AlL D1 NAMING £3NVENTIANS
LASTCRASH ANA| 7 LE. O BPEN MRST RFApNT MBNAMP
LBSUN CeCh VR 0% USER # BY LINE #
LOLNK LNKTRE RC RBUTINE T8 PRRCESS | AAD £ LINK CALS
.DTRC LNKTRE RC RRUTINE TR PRACESS | AN & TRANS CONT
LEXIT LNKTRE REC RAUTINE T8 PoRCESS | NKTRC CLEANUP
LIBRARIES IVERVTIEW BR GENERAL DESCRIPTIAN AND tDENTIFICATIAN
LIMITS tUSERS VN 01 SPACF(RAD) LTMITS ,
LLIMITS,DEFALY BATCH S DEFAULT LIMITQ USED RY RATCH
L IMR cel Pa LIMIT,MESSAGP, TITLE CAMMAND PRACESSR

Gl
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FAR ITEM IN “AnLE
I.INEAGE BVERVIEW
L INK LINK
L INK BVERVYIEW
LINK caCn
L INKL IMS STE®
LIST cCl
LISTY SUYPFR
Lisrce DEFPAM
LISTCC PASG1RAM
LIsrce PASa3IraM
LISTCANT DEFRAM
LISTCANT PASg3RAM
LISTERR PASc1RAV
LISTIT PaSg2cr!
LMA INITTIAS
LMFRGD FRGP
LMINTY FrRGr
LNK L INw
LNKCNTR JIiT
L8aAD LBAD
LBADR ccl
Leccr SYSiEN
Lecer MANF 1 ¥
LBCCY FILFS SYSngn
LeCCTY LRCcTraY
LecJir - ANAL 7
.gcLec ANAL 7
LBCTRAPS ANAL 7
LBGAFF FVERVIE
LRGAN LAG™!
LBGAN VERV I
LBGR SeDaT
LYGRT Ccl
LP ANAL 2

Ba

RA

BF -

Vi, 08

ER

Pa

REC

9n 18 77
9n 18 77
9n 18 77
94 {R 77
90 18 77
9n 18 77
92 18 77
NA

9n 18 77
99 (R 77
RA

VA

.Rpocl

PA
99 18 77
LAe01.01
97 18 77
9n 18 77
Ly
Le
Lr
RE
pr
RE
vr
Pa

LE«O1

FAREFATHERS oF UTS
LBADEFR PRBGRAM

ANeL INE 1LBADING OF RAMS

MW, ADOR BF FYRST MpeSaGep RUFFER BY L#
SETS ArcESS WITHIN A GYVEN RANGE
LISTING AND FRRBR MpaSaGr UTILITY ROUT
CAMMAND

NISPLAY Cerral CAMMAND

LIST PASSY £ANTROL ~AMMANDS

N1SPLAY CenTrpl CAMMAND

NISPLAY CBnrrRal CBMMANN gPECIFTED BY S
NISPLAY CBNTRRL CAMMAND FRAM CHARACTER
NDISPLAY ERRAR MESSAnec

LIST CURRENY COUNTRE CaMmaND

LeAD McMBRY rANTROL RECISTERS

ALLRCATE WORK AREA FoR M:FRGM LAAD MaD
ADD INTERIM TABLES To MipRGD LPAD MBNU
SAME AS LINK

B1TS 24e3y AF JIRNSY, LINK CRUNTER
INTERPNAL SYMRal, TABLEF FRARMaY, ANLY
LRAD AMD BvpFRl AY CEBMMAND pRACESGHR
RUILDS 1.BCCY FILES

UGED TR BUILN HEBYFLE

LecCy TasLe/rrLE STRUCTURF

5ET MEXT RECARD FRBwM LACCT TABLF INFeR
RUILM TABLE (JITPAR)

RprUBN gTARTING AND pNDING LBCATIONS
aUILr TARBLES NISP Aun PSDPAG

TERMINATE A '1QER/J®R

LAGHY TERMINAL USER, LRGRFF ALL JOBS
1DENYIFY £ APMIT A LIQER TR THE SYSTEM
NB, RF USERS L®GGED aN

JSER LeG=PN PRPCESSeR

CLOSE AND RFeAPEN Mi 8 Y8 NFVICE LP
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LEL

M:ALDCB M1ALDER VR, ny ACCBUNTING L5 DCB

MiBIDCB MiBiDCR VR 04 RINARY INPUT NCR

M3IBODCB MiBeDCR VR, D4 BINARY RUTPUT DCB

MICDCB M:Cocr VR4 CANTRBL CB™MMAND INPUY NCB

MICIpCB MiCinee VRGY COMPRESSED INPUT DCP

MICADCB M:eCrDER VR .04 CRMPREQGED A1HITPUT Dea

M:{DADCB MtDeDER VR, 04 N1aAGMARTIC ALITPUT Den

MIEIDCB MIETDER VR«04 ELEMENT INPUYT DCB

MIESDCH MIEENCH VB e Ok ELEMENT BUTPIT NDCR

MIFPPC MiCPU VF CAUNYT aF MABNTTAR FRpp PAGE PPRBL
MIFPPC MM GA MANITAR FREF PAGE Paal CaUNT
MiFPPK MM GA MENITAR FREr PAGE FeAl HEAD

MIFPPY M1Cpy VF TAIL AF MANYTAR FREp Pafr PAARL
MIFPPY MM Ga MBNITAR FRce PAGE Peal Tatl
MIGaDCB MtGeDrr VR, 04 eXeCUTIAN SyrPUYT DCR

millDcs MiLtDern V.04 L13RARY INPIIT DCR

MILLDCB M:iliLCer V2,04 LISTING LBG "R

M!ILBDCB MiLanrn VR, 04 LISTING SUTPIIy DCR

M{BCDCB MsBrpen VP04 APERATAR'S C£ANSBLFE nr8

MiIPaDCB MiPaneRm VP 404 PUNCH »ITPUT NCR

"MISGP MM GaeD1 FinDe cwaP GoaN PAR

MIS1DCB M1S1DCR VR edb4 SBURCE tNPUT nCR

M{SLDCB MiSLOCR VB.n4 SYSTEM LBG DOR

MiISADCB MiSHheR VR, 04 SBURCE aUTPIIT DCR

MIUC J17 VA WARD APNR RBF 3R TITYLE (729 UBRNS)
MiUS Jiv Va waRD ADNR, SrFc JITITLE

M1 XX JIT Va SYSTEM NCBR ueeD BY nelrA AVD STHER PRO
MAILBSBX MallReay ur DELIVERG MpeeaGeS Te UapRg

MATLB®X BaCwyp KA SpND RAaLKUP aAMD FILI MpGapafrs TR USERS
MATLB®X ReCoveon» K®,07 FILE INCHNQTQYENCY veS2aGe TR USER
MAND SNAP LR.D2 RAUTINE T8 PRaCrSS AvD CalLS®

MAP TAB Fs VR.03 SFTS MAp RIT 1M PSD ANR QFTURNS TO Ry
MAPMBDE ANA| 2 LEest LAaD Map Fe? gPeClF1eD USE®R

MASK ANALZ Leend MAGK USED IN QEARCH
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~ FBR ITEM

MAXJITS
MAXBVLY
MBIDWY

MBIGAML

MBI GAM2
MBIGAM3
MBI GAMS
MB3GAMS
_MBiGaMe
MBI PPUT
MBIPPUT
HllfFUT
MBISWAPS
_MCBUNT

~MDP®

MEMBRY LAVGUT

MFL

T

MJCFLG
MM

‘MNSY

MeDE
MEDF

- MODGEN

MEDIPY
_MEDIFY
“MEDIFY

MODIFY PLISTS
‘MBDULES

M
MONDMP
MENF IX

IN MBnILE

SsDar
MISPRAPFS
MM

MM

MM

MM

MM

MM
MM
MM
MiCpy
MM

11

MM

SNAP
JIT
SVERVIEY
J17

" SNAP

J17
MM

CITT

caCn
FrGn

- SySaen

MBDIFY
sSySaen

"SUPFR

SYSagn
OVERVieW

~ BVERVieW

RECoVERSD

MONFIX

INDEX RY 1TFM
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MABTER INDEX OVERVIEW °

BC

ve

VE
GAe01408
GA«011:08
GA«D1.C8
GA«Q1,08
GAe01408
GAeQ1408
GA«01.08
GAs0D1408
VF

GA

EDe01
GAe01.08
LReO2

vVa

BC

VA

LBeQ2

VA

GA

VA

VG.08

90 18 77
99 18 77
S0 18 77
99 18 77
Qrc

90 18 77
Be

B

KB,07

LG

*MAX NUMBER AF TASK

TS TECHNTCAL MANUAL

CAHMMENT

KEY INDEX INFA FB8R pACH FILE

JITS IN SYSTEM
MAXIMUM BVERLAY PRBLPSSAR #

SWAP RAD TABRLr=» DW at1Zr aF SGP

SWAP RAD TARLE= GRANULE ADNRFSS MASK
SWaP RaD TaRLpe= GRANULF PARL WRRDS/GRN
SWAP RAD TARLEw SHIFT pARL TB sRAN PAS
SWAP RAD TARILF= SHIFY TRACK T8 GRAN AD
SWAP RAD TARLE= SHIFT AF DA TH TRACK #
SWAP RAD TARLF= SECyAR ANDRESS MASK
SWAP RAD TABLF= GRANULEZS PFR TRACK
LINK T8 NEXT PHYSICAL PAGE IN CHAIN
PHY PG CMAINS SET UP IN 1T

UsaGe TABLE CaNTAINg SwAP PG CHAIN
SWAP RAD TARLFs SHIFT ARAN PRS TO SGPX
RAUTINE T8 PRACESS FRUNT CALS

RITS pwié ARF THE MaX DEBUG PAGES BUT
MANITAR, USFER, LIBRaRIEFS, MAN, BVERLAY
SEE J!ASSIGN

ROUTINE T8 PRACESS tF CALS

MEMBRY MANAGEMENT

MAX M8 BAF SAVE TAPEe ALLSWED

BYYE, LINE MANE BY | INr #

SEY UP MASTFR RPLIST ANA SUReP|18TS
SPECIAL LO&AD MRDULE RUILDER

BUILDS LBAD MARDULES
BUILNS LBAD MRDULE
CAMMAND

SYSGEN PLISTS FBR MeNIFY (SEE R1e07)
LISTED WilTHW ST1ZE AND FUNCTIAN

(FXCEPY SECTOO0)

FILE CONTAINING CBRp DUMP FRM RECBVERY
MBNITOR DEBUBGING AND REPLACING
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MBNF 1 X BVERVYIEW RE CREATE X M2OTFY. A ManlTAR 'N A FILE
MENINTT B88rsyr®? NP RART MANITSR FRAM TaoF
MONINIT BVERVTIEW Bn SYSTEM INTITYALIZATIEN MANULE
MBNITOR ANAL? Lre.01 SETS AND RESEYS MBNE| AN
MBNITER CONvENTY AT 401 CARE RESINENT MANITRn REQIRNATTIAN
MONIT®R SFRVC BVERVIpwW 31 MBNITRR SERVIFES PERFAOMEN VIA CALS
MBR SNAFR L2e02 RAUTINFE TE P7eCESS AR CALS
MPAGES ANAL 2 LFeC1 GFYT MBMITER2 WEAD,TATL AND COUNT
MPDS J17 VA RITS (4«31 = “AX PEDM NIgr QPACE ALLAW
MPB JIT VA BIT Teld 19 vaAX PUNEU sy
MPP8 JIv Va RITS Det4, mMaxIMUM pP2BrFSSRR PAGES BYT
MRECBVER INITRCYR Ln IPERATAR REFSYERY ENTRY TR INTTRCVR
MRY J17 Va MAXIMUM RUN TIME IN If
MSG ANAL? Lr INSERT MESSARE INTE pUTPUYT RUFFER
MSGBUTY 18Q Da.01 JUTPUT 1/ SYQTEM EbRBAR MEPGRAGES
MSLET JiT va 817S Qeté » MAX S1Zr Fep | 'RPARY ERRRR
MSNAP SNAP LRe0P RALUTINE TR PRRCESS aMAFPS
MSNAPC SNAR LPen? RAUTINE T8 PRACESS FANNTTIANAL SNAPS
MTAP BASWANAL D603 9«TRACK TAPF WANDLER :
MTDS JIT VA RITS Q9e1b » MaX TEMp DTS SPACE ALLBW
MULTIwBATCH  BVERVYEW 8D MARE THAN BNE HATCH AR rANCURPENTLY
MUPS JIT va BITS Owié, MAX USERS PAGFS BUT
MVEBUF CvyCueax KPoe03e06 MAVE RFECBVERY SUFFE®R T8 AN
NAFNDLSTY PASS1Rav 95 18 77 PRADIICE SUMMARY RAF FrlLe NAMES MAT FAUN
NAME 1USERS Ve 01 USERYS NAME 1ty SUSERS FILF
NAMesS Tek PR«03 CRpATE UNIOUer NAMg FoR ¢ FILrES
NAMSCAN SySaFw 99 18 77  GET ALPHARNUMERIC NavE
NAMSCAN PASS2e,! 94 18 77 SCAN PAGS2 MANTRBL rRMMAND
NDRW JI17 VA TRTAL % 8F ™m1qC RpAnS AND WRITES
NEWQ - I8Q Da,01 RECEIVE REDUFSTS FBr /R APERATIBNS
NEWQ TSIe DR USED FAR SwWAR [/8 = SIVEN CL
NFB Jiv Va ¥ 3F FILE RBLecK BUF REING REL RY 1BSP
NFND TEL PR,03 CEMVERT T8 TFXTC FOpMAY
- NPMC MM GA INDICATES NA pHYSICaAL PAGES AVATLARLE



ori

JUL 19,173 INDEX RY 17EM UTS TECWNICAL MANUAL 140

.".'.’Q!’Qﬁ.."'.!...ltOQ.‘QmOQQ.Q!0.0Cl".'..'...o.'0.0'..lo'.oQC'OQQQ.Q‘Q.QQQO”'0’0"0OQ.'O"!OCO.QQO.

FER ITeM IN MBnfiLE SEr SECTIBN CAMMENT
...0..000000..'!0....QIQOQOOOQQQOQQQOQOQQQ'.OQo'Q.QCQ'Q'O'QQOQOO09'000'.."I."QO'.'O'QOQQCQO'OO'll'O'OQ"
NPMC ELe02 PRESENCE IN CMAP MAy INDICATE TNIT,DCB
NPMC S8S ED DETERMINES WWERE PHY PG NefDED
NTRW J17T VA Byg§®34, ¥ 8F TAPE RpADS AND WRTTES
 NXACTCHR SYSAEN 9n 18 77  GET NEXY ACTIVE CHARACTER
NXTINCL DEFRAOM 9n 18 77 ABTAIN NEXT INCLUDE FILE MNAMF
NXTNAM PASS3IRAM 9n 18 77 GET NEXT NAME AFTER SAVE APTIOM
_8CINY 183 DA 401 PRECESS CONTRAL PANpL INTERRUPT
8CQUEUE 18Q DA«014 BUTPUT TYPEWRITER MFSSARES
oFF LBGeN PC TERMINATE BNaLINE SpsS18N
8KABN PASS{RAM 90 18 77 GFT NEXT FILF FROM :18Ysg
aPERATOR COMM BVERV1IpW BD COMMUNICATIAN VIA KpVYIN
8PLBENT FRGD 90 18 77 SAVE BPLABEL AND LEFATIAN VALUF
BPNp PASS1RAM 97 18 77 CBPY FILE FRAM BI/E?t DEVIEF T FILE nE
BPNSTARF cel ' PA APENe USERS TrMPBRARY FILES
aPNUTSD ANAL?Z LE.nt appN Mipl TR UTSDUMP FIlLE
88AC SsS gNe 01 RBUTINE T8 AANER,SHRY AND CHAIN CL S
ATMAINCL DgFrav 90 18 77 PRRCESS ABNARRMAL BPpN afF 1MNCLURE FILE
BUTLLERR PASS2Cr! 97 18 77  L1ST CANTR®L C9IMMANA IN FRRER
BUTOFPGS STEP ER SUPPLYS ABSRT CBDE a5 TO TFL
BUTSYM BUTeYM Fa ARUTPUT SYMBIANT (LP,CP)

OVHY IME JIT VA CURRpNT PRRCraS BVERHEAD TIME N JIY
PIAC MISPRAFS ve ACCESS CBDES FPR THP 1g¢ VIP. PAGES
piINAME MISPRE S Ve DWw NAMF Bf pRACESS®R AR TFXTC

1 SA Mi1SPRArS VE STARTING ADNR RF PRepr ¢

17CB MISPRArS Ve PRAC TCB ADNReSS RY PReC #

AGE CeC DCe01.04 SET UP PAGE WFADER mUTRUY

PASSWORD IUSFRS VM D1 SECURITY

PASSH CClo ND PASSA CBNTRA| CAMMAMD tNTERPRETER

PAESY ‘SYSagN 94 18 77 SYSGEN FILE MANAGER WRYTFS RA TAPES

PASSY PASSy1RAM 9n 18 77 MAIN ENTRY,. INITIALYZE AND CANTROL

PASS{NXT PHASELr ND PERFARM PASSH GENMASG BENDTICTS

PASS? SYSGeN 9n 18 77  SYSGEN TABLF RUILDER

PASS3 SYSGEN 99 18 77 L.8aDs MaN1TAR AND PRRCrSSARS
pASS3BIS PASa3IRAM 9n 18 77  PROCESS BIAS APTIBN
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PASS3CHK PASea3np™ 9~ 18 77 PUT VALUES INT® LBCrT TARLF

PASS3DEL PASa3zAM g% 18 77  PR2CeSS DELETE RPYIAN

PASS3LCT PASS3RAM 99 18 77 REFORM LBCCT pILE RPCBRDS INTA LOCCT T
PASSaINXT PASS3RAM 95 18 77 GET NEYTY CANTREL COMMAND

PASS3PAR PASaqnaM 91 18 77  PRBCeSS CBNTRelL CAMMAND PARAMETERS
pPBIDCRS2 MiSpRe e ve NUMBER AF PAGES BF MmER1g BRY PRAC #
pBingZ MiSPRAarg Ve NUMBER aF PAGES BF PRAC DATA BY PRAC #
PBIHPP MISPRara Ve HEAD AF PHYQYICAL PAGBE CHAIN RY PRBC #
PBIWPP MM GA. PRACESSARS PHY PG ChalM WEAD

PBIMyA Mi1SPRAFS ve VIRTUAL PAGF ¢ BF 1aY PAGF NAT USED
PBILNK M1SPRamrS Ve PRACFSSAR # AF FIRSTY BVERI.AY RY PROC #
PBiPsZ MiSPRarq %2 NUMBER /F Pafdecs 8F PrReC PRACED!RE
PBIPSZ MM GA S1ZE 9F PRACFgSSR

PBIPVA Mi1SPRara ve VIPTUAL PAGF # BF FyrSy PAGE UegD
PBTPP MiSPRarg ve TAIL 9F PHYS1CAL PAGF CHAYN BY PRBC #
PBITPP MM Ga PRACFSSARS PHY PG CHAIM TAIL

pRIUC Mi1SeERera ve CAUNY mpF CURRENT USeRS 1IN CARE BY PRARC
PBYILACK MiSPRe g Ve DW, PRACESSAR LACKEM 1N CARE Ryy TABLE
PCCF JIT VA 81T 9 BF JIRNGT, PRACESSAR CANTROL CMD
PCCy MiSPRors ve PRACESSAR # ap CC1

PCL PCL 703027 PCL EXECUTIVF

pCL BVERVIEW BF PERIPHERAL CANVERSIAM | ANGUAGE

PCLLIST PCL 743027 LIST,DFLETE,REW,SPE  CPMMAND PRBCESSR
pPCT FRGNH 91 18 77 SET CONDITIANG FAR prRACESSING €T VALUE
pCTY FRGN 8c 18 77 SET CBNDITIANG FBR PRPArFQSING 70 VALU
PENT TEL PR,03 INSERT PARAMFTER INTR aKke| FYAL DLIST
PER BVERVYEW RC SYMBIANT ARFA MBF RAR

PERFBRMANCE BVERVIEY RN SYSTEM PERFAPMANCE MEASUREMENTS

PFA BVERVIpW R FILE MANAGEMENT AREA BF RAD

PFCaM FRGD 97 18 77  SET CBNDITIANG FOR PRACESSING FCAM Val
PFFPB8L FRGA 97 18 77 SFT rONNITIANMS FBR pPROFESSING FFPESL V
PFIPBAL FRGH 9% 1R 77  SET CANDITIANG FBR PRACESSING FIPBOL V
pPFSR PFSR K PAWER FAIL SAFE RBUYINES

PGSAUT ANA| 7 LEe0t DISPLAY HEAD,TAIL, AMD CAUNT AS CHAIM

84
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FBR ITEM IN MBDLF
PHIDDA MiSPRRPR
PHIPDA MiISPRAFS
PMASEA PuMACE A
PHASER PHAGER
PHASEC PHAGEr
PHASED PHAeFN
PINTS FRGD
pM PM
pMD PMD
PMDAT PMDaT
PMDAT PM
PNFRGD FRGD
PNINT FRGN
PO TAPE BVERVIEW
PRDCBS PaDrag
PPAGES ANA 2
pPP PpP
PPRACS MISPRAPG
PRAD ‘USgRse
pRESDF FRGD
PRINT SYMeAN
PRINT ANAL?Z
PRINTMSHG PASs2cr?
PRINTMSG PaSS2Cr?
PRINTY ~ SYMeeN
PRIVILEGE 1USERS
PRBCDEF FRGN
pRBCESSBRS BVERVIEW
PRACS ANAL.Z
pPRBMPY cecr
PRT JI17
PRTERR PCL
PRTOUT BASHANAL
PRTBUTL BASHANARL

VE
ve
Nn
NP

VA

77

77
77

77

77
7?7

77

713027

DA+03
DAL0O3

N18C ANNR, AF 1ST PAGE AF DATA AND DCB
D1SC ANNR 8F ¢STY PAGE AF PRACENURE
PROCFSS GENAP,GENCHN, ANp GEMDPRR
TRANGLATE GENMD AND GEMDICT

cARPY PR TR 1avyS ACCalNT, ADD GENMDS
NBPe REPLACED BY SYaMAK

PRACESS INTS APTIBN

PERFARMANCE MpASUREMENY RBUTINES
RAUTINE T8 PomaCESS PMDS AND PMDIS

DATA BAGQE FAR PERFORMANCE MEASUREMENT
NATA RASE FAR PERFBRMAMCE MEFASUREMENT
SET CONDITIANG FBR pRACESSING NFRGD VA
SFT cAVDITIAMNG FBR PROBFESSING NINT Val
ALL DATA NEENFD T8O apGIN UTS BPERATIAN
DCB'gs FAR PaAgsO

GET PROCESSARS HEAD,TATL AND CAUNT
ANCIENT NULL TABLE

NUMBER BF PRACESSBRe

PERMANENT RAD SPACE LIMIT

SET CONDITIANG FBR pROCESSING RESDF vA
PRIMT SYMBRL AND MEeGAfGE

CLASFr SYMBIANY FILES

PRINY MpSSAn”PE

DISPLAY ERRAR INFBRMATIAN

PRINT MpSSaAne

eXECUTIAN FRpeDBM

INTERRAGATE CANTRBL vARLp ENYRY

LISTED WITH S12ZF ANRM FUNCTIAN

FARMAT AND PRINT PRRCESSAR TABLES
QyTE, PROAMPT rHAR Bp LINE RY LINE #
RITS 8 TH 12 ARE THp PRISRITY oF JOB
PRINTYS FRRAR MESSAGrS

LINE PRINTER HANDLER

LBW 8ST LINF PRINTPR HANDLER
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PSA MM

PSDS ANAL 2
PSYMF SYMF1La
PTAP PTAP
PTEL Mi1SPRape
PUBLIC PRRGRM BVESVIpy
P0DCBS GHBeTy
p2CCI SYSGFA
P2CAC SYSaFN
QUEUE, Quruty 18Q
AUBTSCAN SYSnpn
RATE FILE TRATE
RATE FILF RATES
RATES RATES
RATES BVERV g
RCLABLE PASS1RAM
RCVETL SeveTL
ROICLIST URCHAN
ROINCFCH PASSECFI
P ONEXT SYMEa
RDSRCH - SyMeew
ROWRT PCL
RELENT BASHAWHL
READAM TEL
READBI ccl
READCC PAScsrr,t
READCE PASG3raM
READCD F’ASSV’“M
READCANT DEFRAM
READCAUNT PASE3RAM

5

GAeD1NR
LEe01
KRe04003
DAWDY

vre

RR

N

91 18 77
9~ 18 77
Da.0o1

9% 18 77
Viie 03

AR

AR

BF

97 1R 77
KRa01
KReN3a04
KR403e04
1A

96 18 77
27 18 77
1

se
773027
DAl.02
PR«N3

PA

90 1R 77
9n 18 77
90 18 77
90 18 77
99 18 77
an 18 77

SWAPPER ARFEA AaF RAD
DUMP TRAPS

INFRREM APERATAR BF MYISCARDED SYMBIENY
PAPER TAPE HANDLER

PRRCrSgAR # Ar TEL

IISERLSPACE PRAGRAMS NBY SMARED

PASE n DCRS
READS AND AQQTIGNS PasS2 CAMMANDS
PREBCESAFS Cof ‘
RECETVE RENUFRTS FRBp 1/8 APERATIANS
GFT “EXT FIeLD AND rHWECK FPR STRING
DATA BAQE OF ACCOBUNTING RATF STRUCTURE
FILE 8F CHARGE RATESR

CHARRE RATE CANTRAL PRaCcpgenRr
ESTARLISH RATF WEIGMTS FBR USFRS
PRBCESS SLAREL COMMAND
RECBVERY MATN CANTRA
CAaPY RECBVERY DUMP ya maAD
LACATION CONTAINNG NA FAR CARE NUMP
READ EXIRBR LoG
CHANGE RELBCATIAON D1CTIANARY
GET FIRST FIFLD OF caNTRAL COMMAND
SET PEGISTER T? REF/NEF STACK !TEM
LBCATE gYMRA| IN REF/DFF STACK
PERFRRMG FIlI.F CBPY
MAKE REENTRANCE TESY
READ A/M TARLE ENTRY
TRANSFERS INPUT DATA T® TEMPARARY FILE
READ NFEYXT CAMMAND
READ CANTRAL CBMMANA
READ NEXT CANTRBL CeMMAND
READ NEXT PAQS] CONvR® CAMMAND
PRECESS CBNTINUATION CaMMaAND

PRACESS CAMTINUATIAN CAMMAND

IR R S e
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SEF SECTION COMMENTY
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JUL 19,173

FOR ITEM IN MPRLE
READFILE PASS1RAM
READX PASe 1 RAM
REBIY Tel
RECARD RECARN
REC®VER INITREOVUR
RECOVERY BVERVIpY
RECOVERY RUFF CYCusR
RECBVER?2 . RECRVER?
REF/DEF DeFeem
REF/DEF SYMEBN
REF,N CANVENM
REGPRT DuUMp
REGS ANALZ
RELSTARF ACCrsUM
RELSYM SYMFILe
REMBVE . SUPER
REPLACEMENT ANA( 7
REQCOM 18Q
REQDC REQNC
RESCEBM SyMray
REMDELEY PASg3rRAM
ROBM SDEvier
RO8BTCNT SYMranr
REBTSYM SYMy AR
RRSG, RRBA TSTHGP
RSZ -CAaCn
RTMA INCL DEFRAM
RUNFLAG JI1T
RUNNER RUNDAM
RUNR cel
SIAJP SsDar
SAJP SsS
SiBCL SsDarY
QiBCL S¢S

9n 18 77
99 18 77
PR.03

LF

KReD4402
Qc

LE 01
NAL.O1

Fa

‘8¢

99 18 77
90 18 77
vh

v
KRe0240N3
V5408

91 18 77
VA

LRe01

PA

Ve

EhoO?

Ve

ENL01

ENTER NAME '~ STD TanLr

SAME AS COPYYTM

RESET APTIAN RIT UPAN DCB RELEASE
cVENT RpCARD RAUTINg AND BUFFER

BEGIN SINGLE UISER ARARY AR RECAVERY
RESTARE SYSTFM AFTE® UNRECAVRBL FAILUR
RUFFER FOBR SAVING SysTerM PARAMETERS
RESTARE SYSTEM TABLFS

grACk PrODUCEND BY LmaD

SrACk PRBDUCENH BY LmaD

ayYMBeL ALIGNMpNT BY Mprva AND LRADER
PRINTS pSD X REGS

DETERMINE CAUSE BF £RASH AND DUMP REGI
SUBRAUTINE 1o RpLEASE STAR FILFS
RELEASE FILFS BF ALL SYMFILE ENTRIES
CeMMAND

ALTER RUNNINA MBN]ITAR

PERFORM FINAL CLEANP *F A REQUFST
N1SC AND CARF ALLACATI®N FOR SYMB,CARP
DETERMINE ReealUTIBN B8F RpF/DEF ITEM
DFLETE ELEMENT FILES

CHECK FOR AVATLABLE WBRK AREA

NUMBER BF 4 WARD ENTRIES IN RAATSYM
SYMBRL T8L,W1aXA400,W28ANNR,W3,4*NAME
FREE A GRANULFE FBR A FILF ™R SYMBIONTY
RYTE, MAX MFSSAGE St2E BY LINE #
PRACrFGS ABNROMAL READ aF tNCLUNE FILE
RITS 10«14 ARE RUN FLAGS

RUILD DFBUG TAHLES

RUN CAMMAND PRBCESSAR

TEMP USFD v® SAVE AJty PP DURING SWAP
L1ST 8F PTRS T3 CMNA L1ST,(SEE SBIOSUL
BEG °F €L Fe2 USER SWAPPED BUT
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0000 000000000000 9009,900000000700000000000 0000800000 00000°00 3,00000000000000090 00900000 ,0900000%000000000g0%0y

FBR ITEM IN ManLF Ser Secvien CBMMENTY
;ooooo-oooo.-.Ooto-..-ooo-OOo--o.ooo-.ooo,Ooono'00c~.-ooo'.u-o0.o9oonoooO-OQOQOQO00'0’.-oonao'c.ouoooo'ooOOQ
SI1BDA SsDar Ve LIST 9¢ BEGIN DISC anDR, (SFE SRIBSUL)
SiBDA SS8S ED.O1 FIRST DISC,ANR BF UarR SWAPPED AUT
SIBFIS SsDar Ve NUMBFR AF JApg IN BATCH STREAM
S$BUALS Mylvc ve BATCH USERS 4| LOWED AN TWE SYSTEM
siBuls SsDar ve CAUNT AF BATCH USERe IN SYSTEM
siCLP SsS ENeNY PRINTER T® WARD DpSyeBved 1N URFR'S (L
siCLs SsS EMeD1 WBRD DESTRAYEN IN Cp BY TIC
S1CUALS My Ime ve CURRENT USERQ ALLBWEH AN TWE SYSTEM
siCuis SsDar ve CeUNY 9F UsrRg IN SvyareM
giCUM SsDar vr CURRpNT USFR NUMBER
SIEAF SsDar ve
SIECL SsDar Ve L1ST BF PTRS 79 END aF CMND L1IST
SIECL SsS ENe04 END BF CL FAR USER &wWAPPEN BUT
SIEDA SspaT Ve LIST 8F ENNntNG DISC ADPR (SEE SRIBSUL)
SIEVF SSDaT ve EVENT HaS ACCURED Fi AG
siFPPC SsDar vr cCayNy ?F NA, AF FREp PAGFS IN QIFPPT
siFPPC SsS ENeD1 CAUNT AF SWAPPER'S FREr PHY PAfF PRSL
SiFPPH SsDar ve HEAD 9F SwapprR FREr Page PROL
SIFPPH S$SS EDeOI HEAD BF SWAPPPR'S FRep PHY PAGE PBBL
SIFPPT SsDar Ve TAIL BF SWApPprR FREr PAGE PBAL
SIFPPT SSsS Er W01 TAIL BF SWAPPERIS FRpPE PHY PAGFE PEBL
SIGJARTRL © S8Dar Ve DW, MAMp 8F AW9ST JeR RY GHASY BB #
SIHIR SsDay ve CAUNT AF HI«PRISRITY JaRg READY T8 RUN
S$IDLE SSDaT vr IDLE FLAG
STISUN SSDar vr INSWaAP USER MIMBER
S!ISUN SsS ENe0? THE # AF THE USER TR PPpPARr FAR EXEC
siJCL SsDar ve CAMMAND LIST F9R REANING JTT B8R AJIT
siJCL SsS ENe0? WHERE CL RUTL YT T8 SwaP 1N AJIT K JIT
SIJITERR SsS FPe0? RALUTINE HANDLES JIT SWAP FRRSRS
SiJSP SsDat ve (JIT SFCTBR PAS, + anLAY)/?
stJsP ssSs EN,07 SAVES JITS fARaAN PBS 1Sy swaP IV
SILUN SsDar vr LAST USER NIMRER
S L-EES SsDar Ve AUTSWAR S12F
SiBUALS MsIME vr ANelL INE USFR] ALLAWES AN vHE SVYQTEM

%41
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"SRG 0N '_Qm!_ogg.%gq_c01!00'»00’00000900'po'o’.QQQQ'O'O‘QQOOOQQOOQQO.OOQO.'O!IQ"’O’QQOQOQOGOOODOQQOQQO'DQ
TYEM IN MABILE  SEE SEETION COMMENT
Q.’._l;l’..’..'..".-’oo.0'000000.OQOQ"OQO.CQ.Q60000000Q00.0..QOQQQ..QQOOQO"‘Q.QOQ.."Q'QOCQQOOQGQQOQQOOOQO'QO
3 PCY $80ar ve , TOTAL PAGE CAUNT FOR SWAP IN
giPCY - ses ED,02 ‘PAGE COUNT T® SWAP N USER & PRRCESSAR
8CL S8pAY ve SWAPPER COMMAND LIST TABLE
: 88  Ep.OM WHERF CL'S RUTLT T2 SWAP BUT JITS
p SsDAT ve
$88 EA - STATEF EVENT TRANSITrAN TABF
880,y = vCe SWAP IN PRAGRESS FLaG
= N T T EDeO2 RESEY AT END oF SWAP IN, sWaAP CAMPLEYE ,
; 30at Ve CAUNY AF USERS T8B Br SWAPPED IM '
: . SB0ar ve SWAP CAUNTER FM™R SWaP 1DENTIFICATIEN
KTSWPUNY 8% ED.O! READ CHECK 1D FBR NpxT AUTSWAP USER
SITRNSVEC S8DAT ve EVENT TrRANS, VECTOR pOR FVENTS >aX'140!
stusidD - SsOaT ve USER SYSTEM N
[ . EA STATE 18, USFRS WAIvING FAR CBC BUFFgR
i SaCry Fa QUEVED SYMRIANT AND £88p RFSTART |
sAY UCAL  1a LIMITED ONLINe CHECKPBINTY !
SAVEALL T BACKUP KA 01 TYPE 8F AUTAMATIC BACKUP ,
SAVEREGS INITREVR LD REGISTERS SAVED FBR RECBVERY & ANALZ :
SAVHBP = TSTHWGP = KB,02,02 SAVE (FDA),(9SM1), aND (SMI) IN HGP
SAVINCON PASE3RA 90 18 77 SAVE L®CCT YTABLE FO9r SYSTEM STMRAGE
SAVEYM | SYMFILe KB,04,01 SAVE SYMFILE AND SYMFSDA
sBich _88Day Ve COUNY 8F USFRS IN G BY STATE #
soeY? S§8 EA EVENY INDEX INTR StiapT
sBigxy 888 ' EA L1ST 8F EXECUYABLE STATES
gBIFPL $8Oay ve L1ST 8F PRBCFSSORS FRpeD BY AUTSWAP
sorPPN —— — Sghay — VC NUMBpR aF PRACESS8Re FRppD BY AUTSWAP
gbiguedrLe  Sehar ve GHESY J8B FLAGS BY gHesr J8B #
DESUOBUN ssOar ve GMASY JmB UgPrR NUMBer, BY GuagY JOB #
slfﬂzi’ SsDaT ve 0 8F Qrs
SBIMIR . S88 EA L1ST OF HMIGH PRIBRIYY STATFS
$sDay ve PROCe veMP PUYSICAL PAGE CHAIN HEAD
AY v “UsgR # AF FIRGT USER IN STATE N
ssOaY ve NUMBER aF PRACESSOBRe Te gWaP IN
Sg8 ED.O2 INDICATE HOW MANY PRSCPSSARS TA SWAPIN
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..‘......0...."".......t..0'..0!....'.....0OQ'.C.O..O'.’...’.....Q...Q.O.'.Q.'.C...O.'...'.,.."..........

FOR ITgM IN ~an)LF SFc SErTION CAMMENT

0000000000000 0%00 00,0000 00000000000000008% 000000000 0"0?® ,,0000p00e0000000 0000000000038 ,000000% 0000000000000,

§H:IOSN SsDar Ve MUMBER AF Ay TAYING (JQEPS

sBiasN SSS ENe NUMBER AF UegrS T8 awAF ayr

sBIOSUL SSpAT vr LI1ST BF 8UTGPTNG USenS

sB8:0SUL SSS EDeN UseR NUMBERE aF USERS TA QWAP AT
s8insuULY §sS ENen TEMP WARK TARLE IDENTICAL YR SReBSUYL
sBIPNL SSDar ve # aF PRACESSARS TA QWAP N (Qps SBINP)
SBIPNL SSS END? L1ST BF # ®pF pRACESE"RS B SWAP IN
S8:SET SsS EA STYATc cVENT TRANSITIAN Bp CANES

sBISWP SsS £A L1ST AF SWAPARLE STavge

sBira SsDar vr URER # AF 1gy USER N arare 2

SBAY SSS EA STATE 9, BAYCH COMPLITE RAUMND USFERS
SBINSUT CANwRraS QA CAMVERTS RINARY T8 palnhIC

:-1.9 SsS EA STATE 4, USERS WHR HaVE HIT RREAK
SBLANK CoaNrras Qa APPENDS A SPeCIFIED # 3F BLANKS TO 8y7T
sC Sss EA STATE 7, H! PRIRRITY CaMPUYF Q

sCAN Tel PR,"3 PARSE CRAMMANN LINE

SCAN RBUTINES SYSGFN 94 18 77  SYSGeN CHARAMTER SCaAMNTNG RBUTINES
SCANNER ANALZ LT eny INTEPPRET ANALYZE CamMANNG

SCHEDULER BVERVIEW Bn ACTIAN PERFRARMED BN qTATE NUEUFS
sCJoBX SYMSURR V1.03

SCNTXT MISnEV V1403 SYMBIONT CANTEXT BLAReK AnpR RY SYMRIRN
sComM SsS FA STATE 8, COMPUTE BBUND USFRS

SCREECH INITREYR LD BEGINM QINGLF UUSER ARARY §R RECSVERY
sCuU SsS EA STATE A, CURSENY USpe»

SDEC CANTYRAS A CAMVERTY EBCNYC T8 BryaARy

SDEVICE SYSBEN 95 18 77 PRECFSSES SNFVICE

SDEVICED SpEvier 9n 18 77 PRECESS NEXT PARENTLETICA| FIELNP

SDEVO SDEvViICe 997 18 77 PRBCESS NEXT YYNDD

SOEva SDEVICe 94 18 77  GEMERATE MI1GApV LBAR MaDy| F

sbLay SsDar ve 4 BF SrCTBRG RETWEEN JIT X RpSY 8F PGS
SOLAY §sS ENe0? SECTRR DELAY RETWEEN JIT X USER GRAN
sDer CoONYRel Q4 INSERT DECIMaAL POINTY

soP SSS EA . STATE D, USrRe WAITING FAR SWAP RAD PG
SEARCH ANAL 2 LE«01 SEARCH FBR SPpCIFIER VALUF WITHIN L IM]

Vad|
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ﬁii!q."‘t!:.l0!00Q9)Q0Q?,1!0000QQ'QOQ.'QQ.O.'OOOO.,000QQQQQOOQQ’O.Q.l'Oo'"O'QQIQQQQQ.QO.O’OOQQO"C
17EM IN MODIILE SEF SECTION COMMENT

t"'..".ﬂ....'i.'....0.000000000.QO!OIOt"l'0"'.00.'0"'0!00!QO.0!O.o....."o’o"’o'.Q.QOQQ...O.QQ.OOQOOQO

SEC ‘ CEA STATE 3, USFRS Q'ED FOR TEL (CANTRBL E
SEWLE SEWLD EC USER SR SHARFP PRBCFSSAR AMVRLAY LBADER
ILEC’ PilginaM 90 18 77  PRBCESS !1SELFCT COMMAND
N _CONYRS/ QA BUTPUT RUFFER
SENSE SWTCH 4 ISIe OB CHECK COMMAND LIST FWAIN
SERR 888 EA STATE {Rs, BPFRATOR ¢RRARED USER
i 100 DAeOt SERVICE 1/8 nrVICE
TS .l "RBUTINE SETS REGS IN TS18 FAR NpWQ
PaligyaaM 90 18 77 PRBCESS ALL 8PTIBN AN SELECT/UPDATE €8
UBCHaN 90 18 77  BUILD HGP Brv MAPS FSR PFA AND PER
UBCHAN 90 18 77 MANIPULATE | ®AD MBD|E
CONTRE QA DETERMINES AN INDEX VALUp FBR NAME
MM GA.01,08  SWAPPE GRANULF ALLBEATION PEOL
s EDeO LAST DISC ADR 2F USFR SWAPPED MUY
bl - §8Day Ve D1SC ADDRESSFS FOR 1T AND AJIT
M JAJV S88 ED.O? D1SC ADDRESS TABLE FBR StJCL
SHIJOA SgDaY Ve D1SC ADDRESS AF GHOsT B JIT Ry GHBST
SH3SDA SsDar Ve SgeK D1SC ADPRESSES REF'DH BY S18CL
gHigba  S88 EDLO! AREA USED Far D1SC APR FBR SISCL
BHARED PREGRM UVERVIeW BB PURE PRACEDURFS SHARPD BY USERS
SHENP 10 888 ED.O1 HALF WARD ID®& FBR RpaD CHECKING
s18Cc. = 88§ EA STATF 12, USFRS WITW 1/8 CAMPLETE
sIsIp S§5 EA STATE 11, USPRS WITM 1/R N PRAGRESS
§104 88§ EA STATE 10+ USFRS WAITING T® START 1/0
IR ~ 8ss EA STATF X, USFRS WITH TTV INPUT CBMPLETE
SIZECRK UBCHAN 9y 18 77 KEEP TRACK Ar DISC aPTIANS
shifh MsIme vJ BATCH B1AS
gWisC MifmMc VJ MAX CBRE ALLMWED ANY BATCH USER
sLiCeRE MyME VJ MaX CBRe ALLAWED SPpflal PRACEQSBRS
sbi8C Mg IMC VJ MaX FBRp ALLAWED ANY BMelL tNE USER
glLioy MiIME VJ MAX # 9F TaPrg ALLOWrPD ANeLINE USERS
SLYGMIN MITMC vJ MINIMUM QUANTUM
SLIQUAN MpIme 'N| AUANTUM FBR FaMPUYTE RBUND USERS
sLiTe MgIve VJ ¥ BF CHARS Ta BLBCK YERMINAL BUTPUT
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o'tooooooﬁoi0000'ao..cQOOQOOOQooocoooguﬂoo'qvoo'o.oooOoﬁﬁt..n.o.ccoeooootoﬂaﬁaano"’o'.QQQO'Q'OQ'!OQ!'Q.O"‘
FBR ITeM IN ManyiLF SEF SECTISN COMMENT

0000 0000000000000, 00,800000000000000808000%0000%0000p%00070 3400000000 0000000p0000e0080 3030900008000 00000000t

sltUB My lve 'N| # 8F CHAR TR (NBLBCk TERMYVAL RUTPUT
SLAVE BVERVYEW BR USER PRAGRAM MBDE,!,rFe,N8T MPRNITOR
SLEEP CAL UCAL 1a MIWALIT, PROCFSSED By TiwatY

sLIMS SLImg NARNE ANCIENT NULL TABLE

SMAXBUT SsDar ve MAX MNUMRER 8F USERS sWaPpgn eUTY

sMBUIS MiIMC Ve MAXIMUM BATCH JABS N sYgTEM

sMUIS R Gl ve MAXIMUM USERS IN SYaTEM

SNAME CaNyRey Ga INPUTS A STRING FRMM veRMpNAL

SNAP SNAP LBy 0?2 eXeCUTIAN TiMr PRACFQSAR FRR DFRUG Cal.
SNDDX MISnFY V.01 SNDDXs0 IS NUMBER Bp SvMBRIANTS .
SNDDX MISnEV V1e014 BYTE, DET INPeX BY QYMRIANT INPEX
SNRRT . SSS EA STATE 1, REAL TIME |J2FERS

SNSTS © S8S EA NUMBER AF STATES IN cvysTeM

SOFF i S88 FA STATE 1C,BPFRATAR ARARY AR USER MUNG U
SON SSS EA STATF 2, USERg D'ED FBR | 8G 8N
SORT/MERGE BVERV W BF XDS €B8RT/MERAE

seur CANrRa| Na SAME AS SA8Urta, BUT alLS® BUTPUTS BUFFgR
s8Ura CaNrray QA APPENDR A STRING TH aUTPUY RUFFER
SPACE SYMrBN ST UPSPACE A GTveN NUMRpPR BF | INES
SPACES,SPACES2 ANAL2 Le INSERY gPACES® IN BUvPUT BUFFER
SPECIHAND SYSnpN 90 18 77 SPECI!HAND FIlp STRUPYURE

SPECFIL ANALZ LeeO1 8PN Mipl A RECBVERY FILp MANDMP
SPMAP SsS ERe02 RAUTINE PUTS oRBCESEAR PHY PG IN CMAP
qaPRACS SYSGe 85 48 77 PrReCrssrS sP2aCS

SWA SsS EA STATE 142 'JSFRS QI1En FRR ACCESS TO I/o
SQUIRREL BACwyp Kao01 TYPE BF AUTAvYATIC Backup

SRCHF SRCHF Fa SEARCH SYMFILF T8 DPLEYE FILF

SRCHTYBL PASCiRAM 9n 18 77 SEARCH FILE »R STD TaABLF F®R NAMF

SREY MiShpy Vet SYMBIAONT ReYURN ADDreSS RY SYMRIONT #
sS JI1T Va BTS 26 T8 31 ARE ParFurs oFNSE SWITCHE
SSDATY §sDar ve DATA BASE FAR SCHEDILER/SWAPPER ‘
SSDAT §8S EA DATA BASE FAR SCHEDULER

881G MiShFy Vi.Ct BYTE, SIGNAl. CHARACYZrR RY SYM 4

8SS 8sS EA SCHEDULER aAN™ SWAPPER

6vl
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0000000000 0000°00000ars0ta0®00esnentoenctsee®rore®erene®eo®etd, g0etpers0sredtotpfoeeetttotygescsstoccinnssesetoe
FOR ITeM IN MBRILF SEF RECTION coMmeNT

00 0000000008 00%0 0 0eat s arPeseeesnteeteter®erso®enese®e®090000000000000000900000000000s0000000000000000000,

SSTATY Mi1Shpy V1014 BYTE, SYMBIANT STATUS RY SYMBIANT ¢

STADDR SDEVIre 97 18 77  CALL MADIFY RBUTINE

STAR FILES BVEavIpw BR : UNIGQUELY NAMER TEMP FI|ES RY SYSTEM 1D

STAR FILES ACCTSUM PCe014 RELEASE BF TrMPBRARY FILFS

START SsS EA EVENT 48, ADN REAL vYMg USER

START!® 19@ DAO1 INITIATE ALL 1/8 BPrRATIANS

STATE CRCH Vfie 08 BYTE, STATE afF LINE RY LINE ¢

STATE GUELES BVERVIeW BD STATE QRUEUES ARE PRYARTTY STRUCTURE

STATES ANAL2 LE«OY GET STATE

STBA SsS EA EVENT 4gr CRC BUFFER AVAILABLE

STCRD SsS EA EVENY 4A, CRD TB CHerK FAR STIC CASE

STDNM PASS{2aM 9r 18 77  PRBCESS STN ApTION

STOPA SsS EA EVENT 44, DIQC PAGE 'S AVAILABLE

STEP STEn R MANITOR JBR QTEP CBNTReL ROUTINES

sT1I SsS EA STATE €, USFRS INCEBRp AND TYPING IN

sT1IC SsS EA EVENT 49,1C WHEN USgR 1S CURRENTY USER

STIIP Ss88 EA EVENT 47,1/8 IN PROGRESS

STIMg CANTR® QA RETURN TIMg, 1N SpCanDS, SINCE SYSTEM

sTI® SsS Er STATE 1As LIKE STI, AUT NAT IN CORS

sSTIP ' 3sS EA EVENT 43+ Gve 18 STARTY ppIMISSIBN

STK® $§S EA FVENT 4D, K1k USER 8UY aF CAORF

STNEP SsS EA EVENT 40, NB APERAT AN

341 SsS FA SYATE R, TTY AUTPUT RLACKFD USFRS

ST8RS SsS EA STATE 19, Lir STBH, BUY N®Y IN CORE

sTOC . 8§88 EA STATE &, USERS READY T® CANT, TTY BUT

STOFF SsS EA EVENY 45, 9FF PROCESS

STORVLP PCL 773027 ADDS ENTRY vA VLP BF BPEN PLIST

STQRA SsS . EA EVENT 52, QO FAR ACCFSS T8 1/8 nEVICE

STREGS SDEvICE 9n 18 77 SAVE REGISTFRS

STSABRT $ss EA EVENT S51» SET ARBRT FLAG

STSABRTC 8sS EA _ EVENT 4F)» SFT ABORT FLAG AND CHWANGE ST

STSBK $8S EA EVENT 41s SFT BREAK FLAG

STSBKE S8S EA EVENT 4Bs» SET HREAK ANp CWANGE STATE

STSeC S§S EA EVENT 42, SFT EC FLaAG
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o".'.".!."n".'On.t."n”.aooooo’t...oci‘oa..oooogiotol.......g...g.!0OO.!QQ,.0.0.Q...'.'.Q.............
FBR ITEM IN ~AnLE SEr SFECTION CeMmeNY

".0..‘.....00.000...QOI..0’.....QQ.Q..'.'.Q.....0...Q......‘......'.....I.l...lQ'.'.'.....'..‘Q.....'.....

STSeCC $SS EA EVENT 4C» SFT EC ANP CWANGFE FLAG

STSERR SS§ Fa EVENT 50, SFY FRRAR pLAG

STSERRC S§S EA EVENY 4E)» SFT ERRBR FLAG ANPN CWANGE ST

STSYMF 888 ) EVENT E4s SYVMFILE SLAT AVAILABLF

STUQA §SS EA EVENT 3, UN n FBR ArCFSS TR 1/8 DEVIC

QUBR CClI PA UTILITY SURRAUITINE MADIILE

SUPCLS SUPFrL g Fa AUTPUT CABR, TERMINAL aYMBIRNT FILE

SUPER SUPeR e LBGEN CANTRA| PRBCEeQA®

SUPER BVEQV Y BEC AUTHERIJE USERS FAR (JSr BF SYSTEM

SUSPTERM SUSPTERM Fa TYPE SUSPEND AND TERMINATF MPSSAGES

SVDNDEV CyCrigp KReN3e02 SAVE L1sT eF n8uN DevICES

svi CyCijg» KRe03406  SAVE 8NE 1TFM IN REFAVERY RUFFFR

Sw S8S EA STATE £, USERS WAITING FAR A TIME

SWAP ANAL 7 LE«D1 FARMAY AND PRYINT SWaP TARLES

SWARIN §sS ENe0? ENTRY T8 SwAP IMN PRACESSAR X JIT LBGIC

SWAPINIT BRBYSURR NR WRITe MANITA® VERLAYS TR SWAP RAD

SWAPINIT BVERVYIE BN SYSTEM INITYALIZATIAN MADULFE

SWAPBUT $SS ENe DY ENTRY 78 SwWAP AUT

SWAPPING gAD BVEpvrew Be SYSTEM X PRBrESSOBR nFSIDENCE

SYMB BUFFFRS SYMR Fa RUFFERS IN MANITBR MEMBRY

SYMBIANT FILE BVERVIEW BRE RAD SPACE BCCrUPIED Ay eYMBTIAMT DATA’

SYMBIBANT/CREP BVERVIgW BN PPRIPHERAL NEVICE 1/8 MANAGEMENT

SYMBIBNTS - SyMo/cas Fa DEVICE 1/6 INYERRUPT DRIveN RBUTINES

SYMBBL TARLE L9An RP 401 INTERNAL SYMRAL TABI ¢S RUTLT BY LBAD

SYMBALMAP ANAL Z LFeDn SPRT AMD PRINYT MBNITAR DEFS

sYMBeLS CaNven g ARG 04 NAMINMG CHNVENTIBNS

sYMCeN SYMray se LeaD MApULE eYMRBL FANTYRARL PRACESSHR

sYMCeN BVERVIpW BF SYMBRL CENTRAL

SYMFILS SYMF 1L e KReDy e 4 PRACESS SYMRYANT TAR|E®

SYMNE X SYMr#aN\ SF ScAN NEXT SYMRB FRAM NPT FAMMAND

SYMSURSR SYMsUR® Fa M1SCeLLANERUS SYMBIRNT SURRBUTINES

SYMraAB SYMTAR La EXECUTIVE DFLTA SYMRAL TARLE

SYMTAB SYMray sF CHARACTER TYPr TABLp-

S YMX MiSnpEv ve SYMBIANT MBNIT?R TARLE SEGMEMT
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FBR ITEM IN MBnILE
SYNTAX SYSGEN
SYNTAX Tel
SYSERR Tel
SYSGEN BVERVIEW
SYSGEN SYSaEM
SYSGEN | M'S SYSAEN
SYSID JIT
SYSLIM CYCusr
SYSMAK SYSMAK
SYSMAK BVERVIpW
SYSTgM 1D BVERVIgY
SYSTEM MANAGE BVERVIpY
SYSWRT PaSe1raM
SYSWRT2 PASG1nAM
T STAR FILF  ACCTSum
TIABERT STEP
TIABBRTM STER
TIACCT AcCCr
TIACCTEX ACCr
TiACCYBY ACCr
T:ADBGHASY SsS
TLAMRDWY UCAL
TIASP STEP
TIASSBCIATE UCAL.
TIBYSCHED SsS
TICHS -888S
TiCHYRL UCAL
ri0pL STEP
r¢0glls SYEP
viD1SASSOCTAT YUCAL
TieC SsS
TIECB SsS
T:ERRAR STEP
TIEXIY STEP

INDEX RY ITEM
0800000000000 00,0000 00 %03 0000000 0000

SEE SgECTION

O"OO.OQOQ.O..'Q'.O..00!0000090000000000"'0000'00oOQOQOOO..000.0‘000!000000‘00000

94 18 77
PR,O3
PR,03

13

an 18 77
9n 18 77
VA

KRe10
NE

BN
BR]
BN
91 18 77
o¢ 18 77

1)TS TEFWNICAL MANUAL
CoMMeNY

CARD SCANNER,QETS BprTiANg

CaMMAND ERRAR HANDLER

gveTrM gRRAR WANDLPER

GENERATF A UTs SYSTeM

SYSGEN AVERVIEW

SYSGeEN | BAp MAnyLE STRUCTURE
RA=BNLINE, R4.GHBST, Bi14s31 SYRTEM ID
SAVE SYSTEM LIMITS

INITIALIZE SwAPPING RAN (PRBCS,JITS)
SYRTEM INITYALIZATIAN MBNULE

EXTEPNAL AND INTERNAL UNTAUF J®R IDENT
QCHENUL ING, SWAPPING, U8B MANAGEMENT
PRACESS fSYSWRT CBMMAND

ARTAIN pliES ANp DB *YSuR?T

RELEASE B8F TrMP Files

ENTRY PAlINT FAR ABBRY CAL

INTERNAL ENTRVY FBR A MRNITAR ARART
MAIN TIME ACCAUNTING SURRBUTINE

ENTRY FAR gXrcUTIAN vIME ACCAUMTING
ENTRY PRINY FAR BVERWEAD ACCRUNTING
ADD A GHBST IISER

RAUTINE T8 RraD/WRIvr ASSTINeMERGE RpC
ASSBCIATE SHARED PRmfpeSAR RAUTINE
ASSBCIATE RENUESTED LLIRRARY/NERUGGER
SCHERULE BATAH

CHANGE STATF

ROUTINE T8 CWANGE CeC TRANSLATE TABLES
NERUGGER EXTY CANTRAL LAG!IC

INTEPNAL ENTRY .78 DplLEYE A USER
DISAGSRCIATE L IRRARY/DpRUGRER

58 To vl

RREAX T8 TEL

ENTRY PRINT FaR ERRAR CAL

ENTRY PAINT FRR EXIT CAL

152,
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000000000000 00%0050,,000000000000 000000000 %0000 00000%0000,,000000000000000a00000%00 00 00300000 0p00otanntoy
F8R ITEM IN ~anyLe SEF SECTI®BN CoMmeNT

000000000000 00000,300,0000000000000000r00000%00r0008080%0000,,0000000000000R00900009900090,000000%ac0nsnotonstos

TIFCP MM GAen FREE CAaMMBN Ppn

TIFP MM GA«01 FREE Pf
TIFPP MM GAer1 FREE PHY P

TIFVP My GAs04 FREE VIRTUAL P83

TiFVPM My GAe O FREEVP MASTER

TIGAJP MM GAeD1 RET AJIT PAGF

TIGCP MM Gae01 GET CAMMIN PR

TiIGHEST UCAL 14 RBUTINE T8 SoND ERR MSA IF GH9ST ABART .
T1GJBBSTRY UCAL 1A RABUTINF TR svaRT UP GHASY JRRS

TIGL MM Gaent GEy CBMMEN | IMITS

TiGNVNPY MM GAsO1 GET M vP AND N9 PP

TIGNVP] MM GAeO1 GFT N VD AND BP

TGP MM GAeNY GFT PG

TIGPP MM GAe01 GFT PHY PG

TIGVGP] MM GAe01 GET \NVP Glvewn PP

riGVP MM GAeO1 6eT VIRTUAL 26

TIGVP! MM GAeO1 GFT vP  INTFONAL

TIGVPM MM GrenY RET VP MaASTER

TiIACUY MM GAoO1 INTERRRGATE Ar IN UaerR'S IMAGE .
TIINITU®B UCA 14 RBUTINE T8 PRACESS /WUAST START (ALS
T!JOBENTY TidR3enT 1A ENTERP UPB IN gYMBIBuY STRFAM

T ¢ NAME CHK T8V EC CHECK FAR VAl 1D GHBay “AMF

TIOFF SsS Fa FARCe A USER aFF

Tioyv TiBY EC ASSRrIATE MANTTAR BypRLAY

TIBVER T:8v 4e ASSBCIAY BVEFRLAY = NA Opy|JRN
TIOVERLAY Ti8y EC ASSOCIAT BVFRLAY « REMEMapR RETYURN
TIBVERLAYY T:By EC TIRVERLAY WITH NAME N REGISTERS -
Ti8BV2 TsBv EC T:8V WITH qyUMRER SPeeIfIEDd

TIPAC MM Gas01 PRECEFSRAR AFPESS CHNTRS|

TiIPGCHK CHK K MANITAR 2R SUWAPPER PAGE rMATN FHECK
TIPGCHK SsS ENent CKS VALIDITY AF MAN,QWAP,lJSFR P35 CHAIN
riPRECOY T8y Er ASSRCIATE SHARED PRarm syrRLAY :
riPULLA 58S EA PULL Al ENVYRANMENTY ¢B ALy ADDR
riPULLE SSS £a PULL A'! ENVIRANMENT

€6l
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l..on..oov'oo"'ntn.QOOOQOOOQQQOQQQQQOl0"00.0'00000’0"'oa.o'.0!0000000'OQ'QOQO"'I'QQOIQQOQOOODG#OQQO!"O

FOR ITEM IN MaP(iLE SEr SECTIAON CoMMpNY

!000000000QOQ'O'bon.QOQOQOO'no.cooh'o..QQ'QQQc'0000.00'00.go.o.oooo-QoOO!QQ'!!Qt0"0'ooooo!o‘tt'.&'oﬂ‘l"'!

"t1RCE SsSs EA REPBRY A CBC FVENT

"§RE 88S EA * REPBRT gpVENT 8NV CURRPNY USER

'IRpCORD S8S EDeO1 CREATES SWAP DEBUG tNF=®

'IREG B SsS EA RERORT EVENT AND Glyr UP CPU
'IREMEMBER Ti0v EC RECORD CURRENT SEG AND R11 FAR RETURN
"IRSTLMS STEP ER - RESET ALl JI!T MEMORY POINTERS

"IRUE sss EA RFPBRT FVENT &N SPECIFIED USER

*$ RUNDBWN STEP ER INTERNAL ENTRY T® RpINITIALIZE A USER
'IRVPY MM GAsO1 RELEASE VP INTERNAL

*IRVSPI MM  GAOY RELEASFE VP SAVE PP

*3$SAC MM GA«014 SFT ACCeSS

P$SAD MM GA.O1 SEARCH AND D1ePLAY

PISAVEGET UCAL 1A RBUTINE T8 PRACESS QAVE/GET CAL (CHKPY)
riSg SsS EA SCHEDULE F8R FXFCUTYAN

PISELFDESTRUC UCAL 14 ROUTINE TO N1SASSBCraATE MON AVERLAY
riSeNSE S8S ) RBUTINE RETURNS RAD HWpaAD PASITIAN
FISEXIT TSIe bR RAUTINE USED ¢® RETURN r& CALLER

risga MM GA«01 SWAP GRAN ALLRCATIEN

rISgAJIY MM GAs01+08 SWAP GRANULE ALLBCATIBN WITHRUT A USER
FISGR ' MM GAeO1Y SWAP GRAN RELFASE

r$SGRNU MM GAs01+08 SWAP GRANULE RELEASF WITHWAUT A USER
risie TSIA DB ENTRY Y8 TSI~ TH PERFARM gqWAP /0
riSMMC MM GAesOt SET UP MMC

riSMp MM GA«01 SET MEMARY PRATECTIaN

rI1SNAC MM GAe01 SFT N ACCESS

riss $8S EA SCHEDULE SWAP

rissg SeS EA SCHEDULE SWAP AND EXxpCUriAN

riSseM SsS EA SCMEDULE SWAP AND ExpCUTIAN MAPPED ENT
rISTPMY UCAL 1A RBUTINE TB FSYABRLISKW PRAMPY CHARACTER
rISXAC MM GAe01 eXeCUTE AC

T ISXMAP MM . GA+01 EXECUTE MAP

ri RDERLAA 1A RBUTINE T® BYyE SLAyF USER MASYER MBDE
rISYSLBAD UCAL 1A RAUTINE T8 CAMPUTE pTMF

réiTOTES  SS88 EA CaLCULAYE USpRS Si1Zp
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000000000000 00000 §0,0,0000000°00000000000009%00000%000000000° 3000000000000 0000000000¢%00 00 ,000000%000p000p0%000%0
FOR ITgM IN MBnILE SEF SgErTION CRMMENT

.Ocoocoooooooo'otaco.o-oon-'o-c-ooooo.noc-'ooo.i-omoo0.!.~..o.oooaoooq000o00'-oco000000»00000000000000000'01

TIUTSXTS SSS £Aa TRANEGFER STArK FENVIRANMENT

TIWALIT UCAL 18 RBUTINF T8 PRACESS MIWATY (SLEFP) CAL
TiWAKEUP UCAL 14 POUTINE TR WAKE UP eLEcPING UISERS
TiIWTERLAG ROERLeR 1A ROUTINE T8 WwrTE A ReCARD tR pRRBR LAG
T i XMMC MM GaeO1 EXECUTF MMC

TI2PUP MM Ga 01 ZFRY PUPE PRACEDURE ACCFSS

TABLE PASs1R2p 9" 1R 77 ENTER MAME TV FILE AR QTR TARLFE

TABLES TABLFS NANE CANSyaNTS, NarA

TAPDMP CyCiige KR 403,05 CRPY RECAVERY DUMP v9 TARFE

TAPECHSY TAP=CHev PN SYMTAX SCAN '"ITILITY ©@UTINES

TAPEFCN TAPcF N pn CAMMAND FUNCTIN PRarCFagaR

TAPEP ANA| 2 Loent READ EXFC DFLTYACREATED TAPF

TBLSCAN PaSgioe™ 9" 1R 77 SFARCH TABLFR (FILE/2TN) FRR CURRENT F
TCBADR JIT Va ADDR BF TCR

TEL BVERVIEW RF TERMINAL EXFrTIVE | sNGUARE

TEL TEL pa eXEC!'TIVE LANGUAGF PRRAFESGPR

TELLTEL Srer R ASSRCILAYES TEI AND REPARTS FRRAR C8Dr
TELLUSR TELLUSR LRe04 PRINT MANITAR ERRAR MEGSARES T® BATCH
TELSCAN BATOWM SC SCAN ARGUMENT FIELD AF RATCH CAMMAND
TELSCSPE CclI Pa RUM2TREE» AND | BCCT 7vaABLE APTIMIZER
TEMPSTACKS c GENERAL DESERIPTIBN aF Uts 8TACKS
TEXCOM SyMcen S CAMPARE TEXTF NAMES

TEXTARG PCL 773027 CHECWS ARGUMENT LENATH

TEXTARG PCL 773027 PROCCSSFS TARE REFL MUMRERS

TEXTOUT BATrH sr TYPE BUTPUT To TERMYNA(

TFILFLGS J17 VA

r1iC : SsS EN. 01 ABRREVIATISN FAR TRANSFFR TN CHAN I8CD
TIM TIM 1A DATE/TIME CA{ PROCEasSOr

TIMTMP JI17 VA TEMPARARY TiMe CELL N Ury

(U CaCn VG,.n5 HW, LINK T8 THE BUF FAR tNPUT TAB SIMU
TMABNR PASE I aaM 97 18 77 PRACESS ABNAPMAL REAN WHEN GFENFRATING
T8PRY TePry Ve SEG NAMES AMD ENTRY PBiNyY PISPLACEMENT
TPEXT JIT VA TRTAL PRABCrSeAR EXECUTIAN TIME IN JIT
TPIoY JIT Va TETAL PRYCFSSAR IA +1Mr IN JIT A

o]
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o!'QOQOQQIQOo.'!'oo..ooQ'QOOomoooooaﬁotooo’0000000000'0'0'ooloo0000000000000"010"9090!'!'9!'!.0000'0!'0"0

SEE SECTION COMMENT
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JUL 19,73

FOR ITEM IN MODIILE
TPOVY vit.—
TRACE ANAL2
TRAD tUSERS
TRANS, TRANSSZ ANALZ
TRAP JiT
TRAP J17
TRAP PRBCESNG ALTcP
TRAPC TRAPC
TREE DeFeam
TREE SyMesn
TREER cel
TRUNDLE TEL
rSCo SSDarT
v8C1 SS0aT
TSC2 SSDaAT
TS18 T8I
rSle S8S
TSTACK JI1T
TSTHGP TSTHGP
TSTUSR CyCuse
TTYIN CeCn
TTYSUT coCo
TUEXT J1T
vier JiT
uBvr Ji17
UBtAPR MiImMe
UBlaASP Msinme
uBiIBL Miive
uBsoB MsIME
UBSFL M3 ImME
uBtJrT MiIMC
uBsJ1T Ss8
ussev MsIMC
usirPcY MM

VA

Le.01
VN«O1

Le

ERe0?2

TOTAL PROCESSAR BVERHWEAD TIME IN JIT
DUMP EVENT RPCORDER

TEMPARARY RAP SPACE | IMIT

TRANGLATE BINARY WERN (Nte ERCDIC
LBCATIABN OF LAST TYRAP eXECUTED

BITS 20e23 ARF THE £C AT THAT TRAP
EXECUTIAN TRAP PROCFSSIMNG

BPM CAL PRBCPSSHR

rARLE PROEDUCED BY LeaD

TABLF PRO®DUCEND BY LAAD

TREE ANPD PTREp CBMMAND PRACESSAR
COMPACY PelL18TY

TEMPARARY SWAPPER CrLL 0

TeMPARARY SWAPPER CpLlL 1

TEMPRRARY SWAPPER CFLL 2

SWAPPER 1/9 RMUTINE

RAUTINE USED T9 PERFARM SWAP 1/8
STACK PTR DW AND STACK F8R TEMP CNTXT
VALIPITY CHFEK BF HGP TABLFS

VERIFY USER CANTRBL TABRLFS

TRANSLAT TBL F®R TTy IMPUT RY ASCII
TRANSLATY TBL FRR TTv OByTPyUT PY EBCDIC
TOTAL USER FYrCUTION TIMg IN JIT
TATAL USER 12 TIME N JIY

TATAL USER RypRMEAD TIME N JIY
PRACEPSSAR # AF PROBC ayeRLAY BY USER #
PRAC # oF sPrclal PraC gx TEL + CCI
BACKWARD LINK IN STATE QUF BY USER #
PRRC # aF DFRAUGGER tF ANY BY UeER #
FARWARD LINK 1N STAYE OUE RY USFR #
PHYSICAL PAGF Ne AF 1T 1F IN CARE
JIT's PHY PG # SET UP RY SWAP 1IN
PRBC # 8F MANTTBR RyrRLAY RFAUIRED
INTTTALTZED Ry MEMARY MANAGEMENT(JIT)
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PP 00 0NN 00000 0®e® qa0a,0000a00 000000000000 00%00 000000000900 0000000 0000000000 000a®0000 0000 00% 00000000 0p0te,

FRAR ITeM IN venLrE SEr SECTIAN COMMeNT

....OOQOOOOO.'"'aoq.oQOlQ.'OQ0.0o.lOQQO.QCQC!..OQ.Q..QQO‘.QOQQQQQc..‘o0.0.0'OOO.‘Q‘Q‘..OOQQO'QQ.'...‘.OU'.Q

UBISWAP?Y MM GAeCl1e0R USER'S awAP oaN INDpy

yBius MeIng i USER STATE # 8Y USER #

UBCHAN SYSeen 9~ 18 77 PRACESSES CHANM)DEVIEFFE,aTDLR,R878LE
UCAL UCAL | PRACrasFS MraceLLANpmUS UTe CALS
ycLe ANA| 7 LEeCt CLBSE AND Rre.APEN My 8 Te DEVIFCE UC
UMSAJLT Meime VR D1eC ADDR 3F ADDITIaANAL J1T IF ANY
UMSAJIY SsS ENeN? DA BF aglT AR 1ST TeMp AF JIY
UHIFLG Milme Vo USER FLAGS nvY USER #

UHIFLG MM GAeny PURE P FLG arr

UHIFLG2 TSlm oL RITS 13,14,18 FAR N qWaP FRRRRS
UWeID My Inmg vn USER I™ # BY _ISER

UH:ID S8S EDe0? FLAGE QT AN N SWAP rRRARS

UHSJIT S88 Fhen? NA BF JIT R FLAG FRR (ST JIT SWAP
UHirs SsS EMN.0? HeME Da FBR 1T 1ST yiME

utCLC E143 EDe D1 RAUTINE T8 UNMLINK CI AFTER SENSE
UNAME JIT Va SFE JUMAME

UNMap ANA{ 2 Lrent RFESEY FLLAG T INDICATE MAPPING
UPAGES ANAy 7 LEeOY GET [/SFRS WFAR2TAIL AN CB!IMT
UPDATE ACCTSIIMm Pr.01 SURRRUTINE T2 UPDATE RAD QPACE USED
UPDATE PaSeinam 9 18 77 PRACFSS UPPRATE CBMMANAD

USE J17 VA BI1T 24 AF J:1anC, FlLaAGR FAQ 1RQP

USER ‘ JVERVIpW BR TERMINAL USFR, RAYCW B8R GHAST _AB
USER NUMBER BVERV gl RF INTERNAL UMTAUE NUMarR FAR FACH JBR
USERS ANAL7 LoD PRINT USER TARLES

uTILtTy PcL 773027 UTILITY ANN FANVERSTAN RAYUTINES®
uTMBPMBY SYSaFw 92 18 77 WRITES RB®BTARIE PARY BF PR/RP TAPES
UTMBPMBT UTMzPMARYT 84 18 77 WRITE UTS RAGE SYSTeM T8 pPa TAPFE
uTs urs un USED FAR ASSFMBLING {JTe MANITAR
vALIDE SOEVIrE 9~ 18 77 CHECKk FAR AVATLABLE NEVICFES

VALU FRG~ 9" 18 77 BRTAYN INTERMAL CANTR8| TARLE FNTRY VA
vDCR vacn RA

VIRTUAL MEMRY BVERyTeW R® LeGICAL MEMARY SEEMN 3Y USFR

vLDCHCK BaTCH sr DETECT ACCAUNTYT AND naMr pRRARS
WATCHDAGTIMER TABLES cr WATCHDRA TOAP PRBCERSTIMG

LGl
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.ooooconaooo0-000u-..9090.00-.-90..ocoo-aoOo-o.Ooooa.Oooct..ooo.oooooaqoot0000000OOOo'o'ooOOQOuooooGQO.ooio
FBR ITEM IN ManLE SEF SECTIRNM CAMMENT

00 00 00000000 0n®00 00,0000 00000 0eenre®0s00er®eeen®osens®e®00 00000000000 00060030000006000,09¢9000¢000000000000%

WwDBGPGM TABLrsg cr WATCHDAG TIMFR TRAP ROUTINFE

WRITAM TeL PR,0O3 WRITE A/M TAR|E ENTRY

WRITE ARS 90 ?3 77 WRITE M1ABS LRAD MANRijLr TA M!ARS FiLe
WRITE PASG{RAM 9n 18 77 3BTAIN F!%E% FROBM BY/EY NEVICE

WRITEF SNEVIECE 9n 18 77 PERFORM LBAN MBDULE WRYTE

WRITELM SYSnhepN 9n 18 77 WRITeES gYSGen LBAD MaDULES

WRITEMBN HpMET or 1R 77 GENERATE BRATAYE PAnTIAN Ap BoM/BTM B
WRITETM FRGD 90 1R 77 WRITE MiFRGD | BAD MADULE PARTS

WRITLM FRGD 9n 18 77 WRITE MIFRGD L2AD ManULE

WRITM PaSgaraM 9n 18 77 WRITF RABT |.asD MBDULE te RARY FILE
WRITRRAT PASSaRA™M 9~ 18 77 SAME AS WRITM

WRSU CcacC DCe01eNG GEY FIRST BUFFER B8F aUTYPUT CHAIN
WRTBgBT PaSairaM 9n 18 77 GENERATE BBATABLE PeanTIAN AF Pe TAPE
WRTMSDE Y SDEvICE 91 1R 77  WRITE M:SDEy LM®AD ManULE t» M3SDEV FIL
WRTRBAT BeBrsimP NR WRITE MaNITARR RBOT vA SWAP RAD

WRTRBRBT BVERVIEY BN SYSTEM INITIALIZATIAN MANDULE

XDELTA XDELTA La eXECUTIVE DFLTA

XITCTRL STEP ER HANDLES EXIT CONTRBI T4 DELTA

XkIMIY SYSGEN 97 1R 77 PRECESSES BLIMIT,BLIMIT,DLIMIT
XMONITER SYSaEN 91 18 77 PRACFSSFS UTM,MANITAR

xsL JIT VA BITS 20«23 AF JIRNSTY, EXFCUTION SEVERI
IAPFIL TSTHGP KRe0N3.08 DELETE FILE NIRECTORY ENTYRY

0A TSIe pr SAFTWARF CK « INCBNe1STANT ARDER IN CL
L TS18 DR SBFTWARE CK o NG SENSE BR SEEK IN CL
aC ~T81R DR SAFTWARE CK « BAD PuHY PG ¥ IN L

ab Tsle DR SAFTVARE CK « CL D®FgN'Y FND AS EXPECT
nE Tsle DR SBFTWARE CK « NB CL

oF TSl® DR SAFTULARE CK « BAD Fen PARAMETER

1400 SIMULATR BVERvVIEW BF INTERPRETIVE SIMULATAR

4CHAR BASHANMAL Dae02 LeAD FRUR BYTFS FRBM CALLER'S R®IFFER
7TAP 7TAR DA0O3 7«TRACK TAPF WANDLER

93 TSIn DR SAFTWARE CK « N ERRARS X N® CL FOUND
9% TSIk DR SAFTWARE CK « BAD BRDER AN WRT €K

95 TSI8 DR SAFTWARE CK « N ERRARS x BAD T!A ADR
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00000 R0t en® g 0q,0000000000000000000 0000020008000 00",0000000000000000,0000p0 0030 ,000000C 000000 00pane
IN MBNULE  FsR ITem SrE SreTraN C2MMENY
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t USERS tUSHERS VNe D1 LefRaN FILE «AUTWARTIZED USFRS

ACCY - aCCry 1c MENTT=R TIME ACCRUMTINAG RALITINES
ACCTSUM ACCHTSUM PCen1 LRGAFF ACCRUNTING LBG eUBRAUTINE
ACCTSUM ACCTSUM e UPDATE ACOAUNT LAG, REICASE YEMP,FILES
ADDF ADDF £ A ADD FILrS T9 SVMEILE TaARLFES

ALTCP ALTCP rc NECANE  CALS 3e5,8,9 Aun TRAPS

ALTMN ALTHIN “iF LRAD ALTERNMATE MANITAR pFRAM poRTEYLE
ANALZ aANALZ LE SVSTFM FRASH ANMALYSIS PRAMRAM

AVR AVR ~AR TAPE MBUNTING

RACKUPR RACWUR <“hAeQ4 CAPIES USFR'S FILES T® RACKUP TAPF
RASHAMUL CRDTN nAe (7 CARD READER WAMM ER

RASMANDL [Clscle JAeN7 RAD 1,/P WANDLER

BASHAMDL KRTIH LY Yok] TYPEWR]ITER HAMN| R

RAGHAMDL MTAFP YAe02 9w TRACK TADE WANPLER

RASHAMDL FPRTPUT NAeNR LINE PRINTER HAMDLFR

BASHANDL PRYeUTL NAe02 LoW €£ASY LINEF PRINTER WaNDLFR

BATCH RATCH 2C TERIMINAL JRY pMNTRY PRBrrSapR

RITATM BITATM ) caPy TARPE T8 Drar

8808TSUBR RRATSUBR NR MENITRR RePT SURRAUTINES

RPM RPM UE T® ASSE™BLF MBN?ITAR SERVICE PDPCE"URES
RUFGRAN RUFARRAN FA.Og.Cp SYSTFM RUFFERGRANULE MANAGEMENT
CALPRe(C CrLPRAC DECADE CALS 1,7

cCl LLIMP "A LIMIT,MESSAGE, TITLE CHMMANP PRACESSR
cCl L8ADR oA L2AD ANR AYERLAY CAMMANN PRRCERGAR
cCl TREFR PA TREE ANR PTYREC FAMMAND PRACEGRRR
cCln CCInm D PASSH CANTR®L CARD PROPrSSING

o HK FHK e SYSTFM CANQISTEVLY CHEFK RAUTINE
CLBCKy CLBCKs D CLBCK 3 INTERPUPY PRACPgSAR

cLSy CLSy D CHARACTER aCAN PRUTINER FeR PASED

(of 1 cac nC CaC HANALER

cecn cecr nC TABLES FAR CARC LaNDLER

cec: cRCY NCen1e04 IMITIALIZATION 2F 7611

CONTRAL CANTYRSL IA RrlelL INE PERFRPMANCE MBNTTAR AND CAMTRA
ceap cese FA INPUT/BUTPUT CRRAPERATIVES

651
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SFE SECTIRN COAMMENY
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JUL 19,72

IN MBLULE FeR ITgmM
cRDBUT CRORUT
cYCUSR CYCLSR
DEBUGTYV DEBLGTV
DEFCEM DEFCIM
DELPR? DeLPR]
DELTA NELTA
DISPLAY DISFLAY
DPAK DPAK
psCie peCc19
DUMP pUMP
gDCAN gDCAN
g0IT gDIT
ENTRY gNTRY
eRRIFIL cRRIFIL
gRRILIST FRRILISTY
eRRESUM ERRSUM
gERRMWR ERRMWR
FBCD FBCH
FILL FILL
GETF GETF
aHesT1D GHeaT10
GPHGP GPMGP
HANDLERS HANPLERe
HGPRECEN HGPRECH:
INITIAL INTrlaL
INITRCVR INITYRCVR
tNSYM tNgVYM
18Q 180
18ReC 18ReC
JIT JIT
JULIAN JULTAN
KEYN KEYM
KEYSUB KEYRUR
L. INK LINK

MNAeD
KRe)

LB
sD

WA

LA

A
nA«C3
NGME
LRepK
NANg
NBNE

-~
L}

QEOO?
KE OB

KEe03

118
NANE
FA
\:C
NG

maA
KBe0n
NA
)
FA
A
WA
VA
A
WA
A
QA

CARD pUNMCH HANDLFR

VERIFY USER TARLFS, CLASE USER FILES
TRANSFER VgCTE8R FUR DERUG RBUTINES
LBAD MBDULE REF/NEF STACK EXTRACTIBN
DeLeTe FILeS FRAM SYMFyLE AND DISC
CaNVERSATIANS PPAGRAM ReEBLUGGING PRRC
DISPLAY SPECIFteD MBNIyaR INFORMATION
DISC PACK MANDLFER

REMATE BATCH HANDLER

CARE DUMP RBUTINE

BATCH PPBCESSAR FOR EDtyY FORMAT FILES
CANTEXT EDITER
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ERRAR LoG FBRMATYING & LISTING PROGRAM
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ERRAR MPFSSAGE P11 E CONYRS| PRACESSAR
FARTRAN BCD CRNVERSIAN

RESTARES USER'S FILES FROM BACKUP TAPE
GET FILE FROM SYMFILE.

GHAST 1 DRIVER

READ/WRITE HGP TR SWAP RAD (ALS® XDELT
RrEGUIRED HANDLFRe

HGP RECANSTRUCT1AN DUR¢NG RECAVERY
INTTTALTZE MBNTTYAR

IMITIALTZE RECAVERY

INPUT SYMRIBNTY (CARD RpaDpR)

RASIC 1/8 STARTFR

DeVICE WgYIN RAUYINES

JRR INFRRMATISN TABLE -

CANVERT MANITAR NATATIME T8 JULIAN
BPERATER CANSeLF COMMAND PRBCESSHR
KeYIN ReUTINES

LRADER PRAGRAM
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MIEIDCDH MIETIDCB VBsOu ELFMENT INPUT nrRr
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pCL FILTRAN
pCL FIXARG
PCL GETARG
PCL HEXDUMP
PCL INTARG
PCL PCL
PCL - PeLLIST
PCL PRTERR
PCL ROWRT
pCL STARVLP
pCL TEXTARG
pCL utTILliTy
PFSR PFSR
PHASE A "PHASEA
PHASER PHASEB
PHASEC PHASEC
PHASED  PHASED
pM PM

PMD PMD
PMDAT ' PMDAT
pPeDCBS paDCEs
PPP PPP
PTYAP PTAP
RATES RATES
RCVCTL RCVETL
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RUNRSM RUNNER
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SYNTAX ANALYZER FBR Flir IDENTIFIER
TABLE SFARCH SURRBUTINg

CAMMAND SCANNER

HEXADECIMAL DUMP PRBCEQSIBR
ENCOIC=BINARY DFCIMAL FANVERSISBN

PCL EXECUTIVE

LIST,DELETE,REW,SPE CAMMANp PREBCESSR
PRINTS FRRAR MFSGAGES

PERFARMS FILE CApY

ADDS ENTRY T8 viLP BF BpEN PLIST
CHECKS ARGUMENT | ENGTH

UTILITY AND CONveRSIBN RBUTINES

PAWER FAIL SAFFE RRUTINrS

PROBCESS GENOP,GFENCKHN, aAND GENDCH
TRANSLATE GENMD AND GENDICY

CaPY PB 1O 1SYS ACCBUNy, ADD GFNMDS
NBP, REPLACED RY SYSMAK

PPRFARMANCE MEASUREMENY RAUTINES
RAUTINE TR PRACFSS PMDg AMD PMDIS
DATA BASE FBR PERFBRMANECE MEASUREMENT
DCBrg FAR PASSH

ANCIENT NULL TARLE

PAPER TAPE HANDLER

CHARGE RATE CANTRIL PRACESSHR
RECAOVERY MAIN CANTROL

ReAD ERRAR LOG

EVENT RpCORD RMUTINE AND BUFFER
RESTORE SYSTEM TABLES

DISC AND CARE ALLBCATIRN FRR SYMB,CH80P
BUILD DeBUG TARLFS

QUEUED SYMRIBNY AND COnP REQTARY

USER 8R SHARED PROCESSAR AVRLAY LMADER
ANCIENT NULL TABLE

EXECUTIAN TIME PRBCESSAR FAR NERUG CAL
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SUPCLS sUPCLS CA RUTBUYT CARP, TEOMINAL eVMPlagY FILr
SUPER SUPER e LoGaN CPNTREL PRaCESGRE

SUSPTERM SUSFTER™ A TVPe cUePrND AMDY TERMIWATE MPeQASES
SYMCeN SYMCON o1 LPAD MARJL e gvMRal CANyDA| DoOCpQeaRr
SYMFILS  SYMFILS “Beduens  PZBCFSS SYMHIenT TABLFe

SYMSUBR  gYMGURR Fa M180FLLANFAUS QYMAIANT aURRaljTINEe
SYMTAR " gYMTAR Le FXECUTIVE DELTA QYMBBL TAR|C

SYSGEM ABS 3% 1% 77 POACEFSSCS ABS (2pM ANLY)

SYSGEN RTM A 10 77 P-8cesSsS ’TM (Rp™M BNLY)

SYSGEN DEF 20 192 77 WRITES PR TAPFQ

SYSGEN FRGD 20 12 77 PRICFSSES PRGN, IMTLA

SYSGEN 1MC 90 1% 77  PRVCESSES 1MC

SYSGEM Lecey 20 12 77 BUTLDS L7CT Fries

SYSGEN PASSY ") 12 77 SYSGEN FILE MANARER WRryEQ na TAPFS
SYSGEN PASK2 a0 1° 77 SYSGFN TARLE PIIT) DER

SYSGEN PASE3 M 1° 77 L3ADg MeNITHR AND PRACrgSang

SYSGEN pa2ccl 39 18 77  RCANS AuD ASSIANG PASSa CoaMMpADR
SYSGEN paceC ¢ 1< 77 PRSCESSES COC

SYSGEN SDFVICE ag 192 77 PRACEFSSES SDEVIFE

SYSGEN sPRrCS 20 13 77 PEACFRSES SPRSfe
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SYSAEN xLIvMIT al 1g 77 PROCFSSES ALIMYY, S IMIT, DL IMIY
SYSGEN xmauIToR 90 18 77  PROCFSSES jTM,MONITBR |

SYSMAK SYSMAK NE INITIALIZE SWAPPING RAM (PRACS,JITS)
TIJRBENT  TiJ"SENT 1 EPTER YRR 1N SYMRISNT arRrav

TiOV - Tigv eC ARSACIATE MANITOR AVER| Y

TABLES TABLES MONE CANSTANTS, DATA

TAPECHST <TAPeCHSy =1 SYNTAX QCAN UTTLITY RR{TINES

TAPEFCN TAPPFCN on COMMAND FIINCTION PRICECRAD
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